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Abstract

This paper describes a text chunking system based on a generalization of the Winnow
algorithm. We propose a general statistical model for text chunking which we then convert
into a classification problem. We argue that the Winnow family of algorithms is partic-
ularly suitable for solving classification problems arising from NLP applications, due to
their robustness to irrelevant features. However in theory, Winnow may not converge for
linearly non-separable data. To remedy this problem, we employ a generalization of the
original Winnow method. An additional advantage of the new algorithm is that it provides
reliable confidence estimates for its classification predictions. This property is required
in our statistical modeling approach. We show that our system achieves state of the art
performance in text chunking with less computational cost then previous systems.

1. Introduction

In the field of natural language processing, one important research area is the extraction
and formatting of information from unstructured text. One can think of the end goal of
information extraction in terms of filling templates codifying the extracted information.
The field of text-based information extraction has a long history in the artificial intelligence
and computational linguistics areas (Muslea, 1999).

Although the most accurate systems often involve language processing modules that are
hand-built, substantial progress has been made in applying supervised machine learning
techniques to a number of processes necessary for extracting information from text. This
task naturally decomposes into a sequence of processing steps, typically including: tok-
enization, sentence segmentation, part-of-speech assignment, named-entity identification,
phrasal parsing, sentential parsing, semantic interpretation, discourse interpretation, tem-
plate filling and merging.

Typically, information extraction systems only partially parse the text, i.e., chunk the
text into typed phrases only to the extent required to instantiate the attributes of a template.
The key idea here is the assumption that for a wide range of constrained applications, the
predefined attributes of templates and the semantic types of the attribute-values permit the
system to make a reasonably accurate determination of the roles of the various typed chunks
identified by the linguistic processors (named-entity identifiers, noun phrase chunkers, verbal
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group chunkers, etc.) without attempting a complete sentence parse. The systems are
typically organized as a cascade of linguistic processors.

The application of machine learning techniques to information extraction is motivated
by the fact that hand-built systems are time consuming to develop and require special
expertise in linguistics and artificial intelligence/computational linguistics. This, coupled
with the fact that domain-specific information is required to build an accurate system,
motivates research on trainable information extraction systems.

An important component of information extraction as well as many other natural lan-
guage processing system is the development of accurate text chunkers, which when cascaded,
would carry out the partial parsing required for template filling. In order to facilitate mea-
surable progress in the area of partial parsing, the natural language processing community
has defined a set of common text chunking tasks, the CoNLL, described in detail in Section
2.

In recent years, many machine learning techniques have been applied to NLP problems.
One method that has been quite successful in such applications is the SNoW architecture
(Dagan et al., 1997, Khardon et al., 1999). This architecture is based on the Winnow
algorithm (Littlestone, 1988, Grove and Roth, 2001), which in theory is suitable for problems
with many irrelevant attributes. In natural language processing, one often encounters a very
high dimensional feature space, although most of the features are irrelevant. Therefore the
robustness of Winnow to high dimensional feature space makes it attractive for NLP tasks.

However, the convergence of the Winnow algorithm is only guaranteed for linearly sep-
arable data. In practical NLP applications, data may not always be linearly separable.
Consequently, a direct application of Winnow can lead to numerical instability. A second
problem for the original Winnow method is that it does not produce a reliable estimate of
the confidence of its predictions. Such information can be very useful in statistical modeling.
In fact, some kind of confidence estimate is required in our approach to text chunking.

Due to the above mentioned problems, we use a modification of Winnow which can
handle the linearly non-separable case, and produce a reliable probability estimate. A
version of the new method was originally proposed by Zhang (2001), and was used in an
earlier version of this work (Zhang et al., 2001). The basic idea is to modify the original
Winnow algorithm so that it solves a regularized optimization problem. The resulting
method converges both in the linearly separable case and in the linearly non-separable case.
Its numerical stability implies that the new method is more suitable for practical NLP
problems, which may not be linearly separable.

In this paper, we apply generalized Winnow to text chunking tasks (Abney, 1991).
In order for us to rigorously compare our system with others, we use the CoNLL-2000
shared task dataset (Sang and Buchholz, 2000), which is publicly available from http://lcg-
www.uia.ac.be/conll2000/chunking. A large number of state of the art statistical natural
language processing methods have already been applied to the data, allowing us to compare
our results with other reported results.

We show that state of the art performance can be achieved by using the newly proposed
regularized Winnow method. Furthermore, we can achieve this result with less computation
than earlier systems of comparable performance.

The paper is organized as follows. Section 2 describes the text chunking problem and
the CoNLL-2000 shared task. In Section 3, we present a general statistical model for
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text chunking as a sequential prediction problem. We then convert it into a classification
problem. In Section 4, we describe the Winnow algorithm and the regularized Winnow
method. Section 5 gives a detailed description of our system that employs the regularized
Winnow algorithm for text chunking. Section 6 contains experimental results for our system
on the CoNLL-2000 shared task. Some final remarks will be given in Section 7.

2. Text Chunking and the CoNLL-2000 Chunking

The text chunking problem (Abney, 1991) is to divide text into syntactically related non-
overlapping groups of words (chunks). As an example, the sentence “Balcor, which has
interests in real estate, said the position is newly created.” can be divided as follows:

[NP Balcor], [NP which] [VP has] [NP interests] [PP in] [NP real estate], [VP said] [NP
the position] [VP is newly created].

In this example, NP denotes non phrase, VP denotes verb phrase, and PP denotes
prepositional phrase.

Text chunking has important applications in natural language processing. In addition,
many shallow parsing and information extraction tasks can be formulated as grouping un-
structured text into syntactically or semantically related chunks. This means a good method
for text chunking can be potentially very useful for other similar NLP tasks as well.

In the past decade, there has been significant interest in machine learning approaches
to the text chunking problem. To facilitate the comparison among different methods, the
CoNLL-2000 shared task was introduced in 2000 (Sang and Buchholz, 2000). It is an
attempt to set up a standard dataset so that researchers can compare different statistical
chunking methods. The data are extracted from sections of the Penn Treebank. The
training set consists of WSJ sections 15-18 of the Penn Treebank (211727 tokens), and the
test set consists of WSJ section 20 (47377 tokens).

Additionally, a part-of-speech (POS) tag was assigned to each token by a standard
POS tagger (Brill, 1994) that was trained on the Penn Treebank. These POS tags can be
used as features in a machine learning based chunking algorithm. See Section 5 for detail.
As an example, for the previous example sentence, the associated POS tags, given in the
parenthesis following each token, are:

Balcor (NNP) , (,) which (WDT) has (VBZ) interests (NNS) in (IN) real (JJ) estate
(NN) , (,) said (VBD) the (DT) position (NN) is (VBZ) newly (RB) created (VBN) . (.)

The CoNLL-2000 data contains eleven different chunk types. However, except for the
most frequent three types: NP, VP, and PP, each of the remaining chunks accounts for less
than 5% of the occurrences. The eleven chunk types are: ADJP, ADVP, CONJP, INTJ,
LST, NP, PP, PRT, SBAR, VP, and UCP.1 They are represented by the following three
types of tags associated with each word or punctuation in a sentence:

B-X: first word of a chunk of type X.

I-X: non-initial word in a chunk of type X.

O: word outside of any chunk.

1. The UCP chunk-type does not appear in the test set. It will not be counted by the evaluation program
if the chunker to be evaluated does not produce a UCP chunk type either.
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A standard software program, available from http://lcg-www.uia.ac.be/conll2000/chunking,
is provided to compute the performance of an algorithm. For each chunk, three figures of
merit are computed: precision (the percentage of detected phrases that are correct), recall
(the percentage of phrases in the data that are found), and the Fβ=1 metric which is the
harmonic mean of the precision and the recall. The overall precision, recall and Fβ=1 metric
on all chunks are also computed. The overall Fβ=1 metric gives a single number that can
be used to compare different algorithms.

3. Text Chunking as a Sequential Prediction Problem

One can view text chunking as a sequential prediction problem, where we predict the chunk-
tag associated with every token in a sequence of tokens. In our case, each token is either a
word or a punctuation in the text.

We denote by {wi} (i = 0, 1, . . . ,m) the sequence of tokenized text. The goal is to
find the chunk-tag ti associated with each wi. Since we assume that wi is known, in a
probability model, we are interested in the conditional probability of the sequence of chunk-
tag {ti} given {wi}. To simplify the problem, we consider the following decomposition of
the conditional probability:

P ({ti}|{wi}) =
m∏
`=0

P (t`|{tj}j<`, {wi}) =
m∏
`=0

P (t`|x`({tj}j<`, {wi})), (1)

where each x` is called the “feature vector” at ` which gives a sufficient statistics of the
conditional probability of t` given {tj}j<` and {wi}. At this stage, the detailed represen-
tation of the feature vector x` is not important. In practice, one may consider a Markov
model so that each x` is determined by text in a neighborhood of w` (it may also contain
additional information such as the part-of-speech). Our choices of feature representation
for text chunking are given in Section 5.

Given a probability model of the form (1), the goal is to estimate the chunk-tag sequence
{t̂i} to minimize the error rate. One method that is often used in practical applications
is to find the sequence {t̂i} with the highest probability. However, this corresponds to the
maximization of log probability

∑
` lnP (t`|x`) rather than minimizing error. In principle,

the expected number of correct predictions in a sequence {t̂i} of chunk estimates is given
by ∑

i

∑
{tj}j 6=i

m∏
`=0

P (t`|x`({tj}j<`, {wi})),

where
∑
{tj}j 6=i denotes the sum over all sequences {tj} with the i-th token ti left out. In

the above, we fix ti = t̂i. From this expression, the estimator t̂i that minimizes the expected
error rate is given by:

t̂i = arg max
ti

∑
{tj}j 6=i

m∏
`=0

P (t`|x`({tj}j<`, {wi})). (2)

The right hand side of the above expression is the marginal conditional density: P (ti|{w`}).
Although minimizing word level error rate does not correspond exactly to minimizing chunk
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level error rate, the latter is significantly more difficult to model. Also it is reasonable to
believe that a small word level error rate implies a small chunk level error rate. If the
dependency of t` on {tj}j<` is Markov, then in principle the right hand side of (2) can be
computed using dynamic programming. However, the corresponding computational cost is
still in the order of the number of all possible dependencies of t` on {tj}j<`, summed over `.
For example, if each t` only depends on t`−1, · · · , t`−c, and assume that there are T possible
chunk type values, then the number of evaluations of P (t`|x`({tj}j<`, {wi})) is in the order
of T c+1m, which can be a fairly large number. From the computational point of view, we
would like to reduce this number to Tm. It is thus necessary to use an approximation. In
this paper, we employ an idea that is related to the mean-field approximation method widely
used in statistical physics and graphical model inference: we replace x`({tj}j<`, {wi}) by
x`({t̂j}j<`, {wi}). Now the right hand side of (2) becomes P (ti|x`({t̂j}j<i, {wi})). Summing
over i, we obtain the following approximate solution of (2):

{t̂i} = arg max
{ti}

m∑
i=0

P (ti|xi), (3)

where xi is the short-hand notation of xi({tj}j<i, {w`}). The right hand side is an approx-
imation of the expected number of correct predictions. Further details concerning how we
apply the approximation (3) to text chunking is given in Section 5. It can be observed now
that the remaining task is to estimate the conditional probability P (ti|xi) for each possible
chunk-tag ti. This can be regarded as a binary classification problem (for each possible
chunk-tag): given a feature vector x, what is the probability that the associated chunk-tag
is ti.

As we will see in Section 5, we use a large number of features for the text chunking
problem. Consequently, we need a classification algorithm that is robust to large feature
size. In this regard, the Winnow family algorithm is very suitable. Furthermore we require
our algorithm to provide probability information and to be robust to noise in the data. It
is thus necessary for us to modify the Winnow algorithm, which we describe next.

4. Winnow and Generalized Winnow for Binary Classification

We review the Winnow algorithm and derive a modification that can handle linearly non
separable data and provide confidence information.

Consider the binary classification problem: to determine a label y ∈ {−1, 1} associated
with an input vector x. A useful method for solving this problem is through linear discrim-
inant functions, which consist of linear combinations of components of the input vector.
Specifically, we seek a weight vector w and a threshold θ such that wTx < θ if its label
y = −1 and wTx ≥ θ if its label y = 1.

For simplicity, we shall assume θ = 0 in this paper. The restriction does not cause
problems in practice since one can always append a constant feature to the input data x,
which offsets the effect of θ.

Given a set of labeled data (x1, y1), . . . , (xn, yn), a number of approaches to finding linear
discriminant functions have been advanced over the years. We are especially interested in
the Winnow multiplicative update algorithm (Littlestone, 1988). This algorithm updates
the weight vector w by going through the training data repeatedly. It is mistake driven in
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the sense that the weight vector is updated only when the algorithm is not able to correctly
classify an example.

The Winnow algorithm (with positive weight) employs multiplicative update: if the
linear discriminant function misclassifies an input training vector xi with true label yi, then
we update each component j of the weight vector w as:

wj ← wj exp(ηxijy
i), (4)

where η > 0 is a parameter called the learning rate. The initial weight vector can be taken
as wj = µj > 0, where µ is a prior which is typically chosen to be uniform.

There can be several variants of the Winnow algorithm. One is called balanced Winnow,
which is equivalent to an embedding of the input space into a higher dimensional space
as: x̃ = [x,−x]. This modification allows the positive weight Winnow algorithm for the
augmented input x̃ to have the effect of both positive and negative weights for the original
input x.

One problem of the Winnow online update algorithm is that it may not converge when
the data are not linearly separable. One may partially remedy this problem by decreasing
the learning rate parameter η during the updates. However, this is rather ad hoc since it
is unclear what is the best way to do so. Therefore in practice, it can be quite difficult to
implement this idea properly.

In order to obtain a systematic solution to this problem, we shall first examine a deriva-
tion of the Winnow algorithm by Gentile and Warmuth (1998), which motivates a more
general solution to be presented later.

Following Gentile and Warmuth (1998), we consider a loss function max(−wTxiyi, 0),
often called “hinge loss”. Using the general on-line learning framework of Kivinen and
Warmuth (1997), for each data point (xi, yi), we consider an online update rule such that
the weight wi+1 after seeing the i-th example is given by the solution to

min
wi+1

∑
j

wi+1
j ln

wi+1
j

ewij
+ ηmax

(
−w(i+1)Txiyi, 0

) . (5)

Setting the gradient of the above formula to zero, we obtain

ln
wi+1

wi
+ η∇wi+1 = 0. (6)

In the above equation, ∇wi+1 denotes the gradient (or more rigorously, a subgradient)
of max(−w(i+1)Txiyi, 0), which takes the value 0 if w(i+1)Txiyi > 0, the value −xiyi if
w(i+1)Txiyi < 0, and a value in between if w(i+1)Txiyi = 0.

We can approximately solve (6) with ∇wi+1 replaced by ∇wi . This leads to

wi+1 =

{
wi wiTxiyi > 0,
wi exp(sηxiyi) wiTxiyi ≤ 0,

where s = 1 if wiTxiyi < 0 and s ∈ [0, 1] if wiTxiyi = 0. In practice, we can simply set
s = 1, which leads to the winnow update formula (4).
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Although the above derivation does not solve the non-convergence problem of the orig-
inal Winnow method when the data are not linearly separable, it does provide valuable
insights which can lead to a more systematic solution of the problem. The basic idea was
given by Zhang (2001, 2002), where the original Winnow algorithm was converted into a
numerical optimization problem that can handle linearly non-separable data.

The resulting formulation is closely related to (5). However, instead of looking at one
example at a time as in an online formulation, we incorporate all examples at the same
time. In this paper, we also use the following formulation that replaced the “hinge loss” in
(5) by a function f(v) given below (the reason for choosing this loss function will become
clear later). Specifically, we seek a linear weight ŵ that solves

ŵ = arg min
w

∑
j

wj ln
wj
eµj

+ c

n∑
i=1

f(wTxiyi)

 , (7)

where

f(v) =


−2v v < −1
1
2(v − 1)2 v ∈ [−1, 1]
0 v > 1.

and c > 0 is a given parameter called the regularization parameter. The optimal solution
ŵ of the above optimization problem can be derived from the solution α̂ of the following
dual optimization problem (see Appendix A for derivation):

α̂ = max
α

∑
i

[
αi − 1

2c
(αi)2

]
−
∑
j

µj exp

(∑
i

αixijy
i

)
(8)

s.t. αi ∈ [0, 2c] (i = 1, . . . , n).

The j-th component of ŵ is given by

ŵj = µj exp

(
n∑
i=1

α̂ixijy
i

)
. (9)

A Winnow-like update rule can be derived for the dual regularized Winnow formulation.
At each data point (xi, yi), we fix all αk with k 6= i, and update αi to approximately
maximize the dual objective functional using gradient ascent:

αi → max
(

min
(

2c, αi + η

(
1− αi

c
− wTxiyi

))
, 0
)
, (10)

where wj = µj exp
(∑

i α
ixijy

i
)

.
The dual variable α is initialized to be zero, which corresponds to w = µ. We then

update α and w by repeatedly going over the data sequentially from i = 1, . . . , n. This
is very similar to an online algorithm such as the original Winnow method. However, we
memorize each αi and when we revisit the same point in later iterations, the memorized αi

plays a role in the update formula.
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The specific choice of loss function f(v) is analyzed in Appendix B, where we show
that if we approximately minimize the expected loss, then we obtain a weight such that
(T (ŵTx) + 1)/2 is close to the conditional probability P (y = 1|x). We use T (p) to denote
the truncation of p into [−1, 1]. Note that the general formulation outlined in Section 3
requires the classifier to provide a conditional probability estimate. Therefore results in
Appendix B imply that regularized Winnow is suitable for our statistical approach to the
text chunking problem.

Moreover regularized Winnow has attractive generalization properties. It was shown by
Littlestone (1988) that the original Winnow method was robust to irrelevant features in
that the number of mistakes it makes to obtain a classifier (in the separable case) depends
only logarithmically on the dimensionality of the feature space. Generalization bounds of
regularized Winnow that are similar to the mistake bound of the original Winnow (in the
sense of logarithmic dependent on the dimensionality) have been given by Zhang (2001).
These results imply that the new method, while it can properly handle non-separable data,
shares similar theoretical advantages of Winnow in that it is also robust to irrelevant fea-
tures. This theoretical insight implies that the algorithm is suitable for NLP tasks with
large feature spaces.

5. System Description

This section describes our text chunking system using the generalized Winnow algorithm
and the statistical modeling approach in Section 3. We focus on feature representation and
some computational issues.

5.1 Encoding of Basic Features

An advantage of regularized Winnow is its robustness to irrelevant features. We can thus
include as many features as possible, and let the algorithm itself find the relevant ones.
This strategy ensures that we do not miss any features that are important. However, using
more features requires more memory and slows down the algorithm. Therefore in practice
it is still necessary to limit the number of features used.

Let tok−c, tok−c+1, . . . , tok0, . . . , tokc−1, tokc be a string of tokenized text (each token is
a word or punctuation). We want to predict the chunk type of the current token tok0. For
each word toki, we let posi denote the associated POS tag, which is assumed to be given in
the CoNLL-2000 shared task.

As an example, consider the following sentence used in Section 2:
Balcor (NNP) , (,) which (WDT) has (VBZ) interests (NNS) in (IN) real (JJ) estate

(NN) , (,) said (VBD) the (DT) position (NN) is (VBZ) newly (RB) created (VBN) . (.)
Assume that the current token we are looking at is tok0 = “has”. Then tok−1 = “which”,

pos0 = “VBZ”, pos−1 = “WDT”, and so on.
The following is a list of the features we use as input to the regularized Winnow (where

we choose c = 2).

• first order features: toki and posi (i = −c, . . . , c).

• second order features: posi × posj (i, j = −c, . . . , c, i < j), and posi × tokj (i =
−c, . . . , c; j = −1, 0, 1).
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In addition, since in a sequential process, the predicted chunk tags ti for toki are available
for i < 0, we include the following extra chunk type features:

• first order chunk-type features: ti (i = −c, . . . ,−1).

• second order chunk-type features: ti × tj (i, j = −c, . . . ,−1, i < j), and POS-chunk
interactions ti × posj (i = −c, . . . ,−1; j = −c, . . . , c).

For each data point (corresponding to the current token tok0), the associated features
are encoded as a binary vector x, which is the input to Winnow. Each component of x
corresponds to a possible feature value v of a feature f in one of the above feature lists.
The value of the component corresponds to a test which has value one if the corresponding
feature f achieves value v, or value zero if the corresponding feature f achieves another
feature value.

For example, since pos0 is in our feature list, each of the possible POS values v of pos0

corresponds to a component of x: the component has value one if pos0 = v (the feature
value represented by the component is active), and value zero otherwise. Similarly for a
second order feature in our feature list such as pos0 × pos1, each possible value v0 × v1 in
the set {pos0 × pos1} is represented by a component of x: the component has value one
if pos0 = v0 and pos1 = v1 (the feature value represented by the component is active),
and value zero otherwise. The same encoding is applied to all other first order and second
order features, with each possible test of “feature = feature value” corresponds to a unique
component in x.

Clearly, in this representation, the high order features are conjunction features that
become active when all of their components are active. In principle, one might also consider
disjunction features that become active when some of their components are active. However,
such features are not considered in this work.

Note that the above representation leads to a sparse, but very large dimensional vector.
This explains why we do not include all possible second order features since this consumes
too much memory.

Also the above list of features are not necessarily the best available. We only included
the most straight-forward features and pair-wise feature interactions. One might try even
higher order features to obtain better results.

Since Winnow is robust to irrelevant features, it is usually helpful to provide the al-
gorithm with as many features as possible. The main drawback of using more features is
memory consumption (which mainly affects training). The time complexity of the Winnow
algorithm does not depend on the number of features, but rather on the average number of
non-zero features per data point, which is usually quite small.

One way to alleviate the memory problem is to use a hash table. This approach works
because despite the high dimensionality of the feature space, most of these dimensions are
empty. In an earlier version of the current work (Zhang et al., 2001), in order to save
memory without using a hash table, we limited the number of token feature values (words
or punctuation) to 5000 by removing less frequent tokens. However, since then we have
implemented a hash table. We now use all token features for results reported in this paper.
This not only slightly improves the accuracy, but also accelerates the computation due to
better memory locality. Consequently, timing reported in this paper is better than that of
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Zhang et al. (2001). For consistency, we use the same set of features as those used by Zhang
et al. (2001). The slight improvement we obtained in this paper is due to the fact that we
do not limit the number of tokens to 5000.

5.2 Using Enhanced Linguistic Features

We were interested in determining if additional features with more linguistic content would
lead to even better performance. The ESG (English Slot Grammar) system by McCord
(1989) is not directly comparable to the phrase structure grammar implicit in the WSJ
treebank. ESG is a dependency grammar in which each phrase has a head and dependent
elements, each marked with a syntactic role. ESG normally produces multiple parses for a
sentence, but has the capability, which we used, to output only the highest ranked parse,
where rank is determined by a system-defined measure.

There are a number of incompatibilities between the treebank and ESG in tokenization,
which had to be compensated for in order to transfer the syntactic role features to the
tokens in the standard training and test sets. We also transferred the ESG part-of-speech
codes (different from those in the WSJ corpus) and made an attempt to attach B-PP, B-NP
and I-NP tags as inferred from the ESG dependency structure. In the end, the latter two
tags did not prove useful.

It might seem odd to use a parser output as input to a machine learning system to
find syntactic chunks. As noted above, ESG or any other parser normally produces many
analyses, whereas in the kind of applications for which chunking is used, e.g., information
extraction, only one solution is normally desired. Secondly, ESG is fast, parsing several
thousand sentences on an IBM RS/6000 in a few minutes of clock time.

We denote by fi the syntactic role tag associated with token toki. Each tag takes one
of 138 possible values. The following features are added to our system.

• first order features: fi (i = −c, . . . , c).

• second order features: self interactions fi × fj (i, j = −c, . . . , c, i < j), and iterations
with POS-tags fi × posj (i, j = −c, . . . , c).

We use the same encoding scheme as the that of the basic features described earlier.
Each possible value of the additional features is represented by a component in the data
vector x which is the input to Winnow. The component has value one if the feature value
represented by the component is active itself, and value zero otherwise. It is clear that
this particular encoding scheme is quite versatile. We can include additional features and
feature interactions without paying attention to the semantics and compatibility of different
features.

5.3 Dynamic Programming

Given input vectors x consisting of features constructed as above, we apply the regularized
Winnow algorithm to train linear weight vectors. Since the Winnow algorithm only produces
positive weights, we employ the balanced version of Winnow with x being transformed into
x̃ = [x,−1,−x, 1]. As explained earlier, the constant term is used to offset the effect of
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threshold θ. Once a weight vector w̃ = [w+, θ+, w−, θ−] is obtained,2 we let w = (w+ −
w−, θ+ − θ−). The prediction with an incoming feature vector x is then L(w, x) = (w+ −
w−)Tx− (θ+ − θ+).

For each chunk type t, we use the regularized Winnow to compute a weight wt. From
Appendix B, we know that L(wt, x) can be regarded as an estimate of P (ti|xi) in (3):
P (ti|xi) ≈ (1+T (L(wT , xi)))/2. Equation (3) can be solved by using dynamic programming.

The use of dynamic programming for sequential prediction problems is not new. A
specific advantage of the dynamic programming approach is that constraints required in a
valid prediction sequence can be handled in a principled way (for example, see Punyakanok
and Roth, 2001). In the case of text chunking, we would like to produce a sequence of
chunk tags consistent with respect to the B-I-O encoding scheme (otherwise, some heuristic
post-processing has to be done). That is, any valid sequence of chunk tags has to satisfy
the following constraint: if the current chunk tag is I-X, then the previous chunk tag can
only be either B-X or I-X.

We denote by V the set of all valid chunk sequences (that is, the sequence satisfies
the above chunk type constraint). Let tok1, . . . , tokm be the sequence of tokenized text for
which we would like to find the associated chunk types. Let x1, . . . , xm be the associated
feature vectors for this text sequence. Let t1, . . . , tm be a sequence of potential chunk types
that is valid: {t1, . . . , tm} ∈ V . In our system, we find a valid sequence of chunk types that
maximizes (3) as:

{t̂1, . . . , t̂m} = arg max
{t1,...tm}∈V

m∑
i=1

L′(wti , xi),

where
L′(wti , xi) = T (L(wti , xi)) = min(1,max(−1, L(wti , xi))).

Note that for generalized Winnow, L′(wti , xi) corresponds to an estimate of the conditional
probability P (ti|xi). The statistical modeling approach described in Section 3 can be di-
rectly applied. For the original Winnow, L′(wti , xi) itself is not a conditional probability
estimate. Therefore this approach can only be justified heuristically. In this case L′(wti , xi)
can be regarded as a confidence score of chunk type ti given xi, which is correlated to
P (ti|xi). Our formulation can then be interpreted as to find the sequence of chunk types
that has the highest value of overall score.

The optimization problem

max
{t1,...tm}∈V

m∑
i=1

L′(wti , xi)

can be solved by using dynamic programming. We build a table of all chunk types for every
token toki. For each fixed chunk type tk+1, we define a value

S(tk+1) = max
{t1,...tk,tk+1}∈V

k+1∑
i=1

L′(wti , xi).

2. In our implementation, we explicitly keep both w+ and w−. However if memory consumption is a
concern, it is also possible to store w+ only since each component of w− is inversely proportional to the
corresponding component in w+.
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It is easy to verify that we have the following recursion:

S(tk+1) = L′(wtk+1 , xk+1) + max
{tk,tk+1}∈V

S(tk). (11)

We also assume the initial condition S(t0) = 0 for all t0. Using this recursion, we can iterate
over k = 0, 1, . . . ,m, and compute S(tk+1) for each potential chunk type tk+1.

Observe that in (11), xk+1 depends on the previous chunk-types t̂k, . . . , t̂k+1−c (where
c = 2). In our implementation, these chunk-types used to create the current feature vector
xk+1 are determined as follows. We let t̂k = arg maxtk S(tk) and

t̂k−i = arg max
tk−i:{tk−i,t̂k−i+1}∈V

S(tk−i) (i = 1, . . . , c).

After the computation of all S(tk) for k = 0, 1, . . . ,m, we determine the best se-
quence {t̂1, . . . , t̂m} as follows. We assign t̂m to the chunk type with the largest value
of S(tm). Each chunk type t̂m−1, . . . , t̂1 is then determined from the recursion (11) as
t̂k = arg maxtk:{tk,t̂k+1}∈V S(tk).

6. Experimental Results

In this section, we study the following issues empirically: the influence of parameters in the
regularized Winnow algorithm using five-fold cross-validation within the training set, the
testset results with default parameters and comparison with other methods, and the effect
of different feature space sizes.

We should mention that since the UCP chunk type does not appear in the standard test
set, some other systems do not learn this chunk. Although such an approach might not be
truly regarded as cheating, one may consider going even further by discarding a few other
chunks of type I-X which do not appear in the test set either. To avoid this problem, in our
opinion, it is best to learn and test with all chunk types without using the knowledge that
UCP chunk does not appear in the test set. Therefore results reported in this paper were
obtained by learning all eleven chunk types leading to a twenty-three class classification
problem. Our timing will be about 10% better if we do not learn the UCP chunk type.

6.1 The Influence of Parameters in Generalized Winnow

We choose default parameters as λ = 0.1, and a uniform prior of µj = 0.1. We let the
learning rate η = 0.01, and ran the regularized Winnow update formula (10) repeatedly
K = 30-times over the training data. In our experience, these default parameters are
suitable for general problems including some other natural language processing problems
for which we have applied the regularized Winnow algorithm. Experiments in this section
are performed with the basic features.

The goal of this section is to study the effect of varying any one of these parameters.
The experiments are done using a five-fold cross-validation within the standard CoNLL-
2000 training set — each time we use a 1/5 continuous block of the training set as the
validation data, and the rest of the training set to estimate a chunker.

We first consider varying the regularization parameter λ from 10−3 to 10. Table 1
contains the overall precision, recall and Fβ=1 measures for these different λ values over
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the five fold cross-validation. It can be seen that for text chunking, we obtain good results
as long as we make λ relative small. This is closely related to the fact that each binary
classification problem is nearly separable.3 The regularization parameter λ plays the role of
balancing the bias-variance trade-off typically observed in a statistical estimation problem.
If λ is small, the bias is small since results in Appendix B imply that we directly estimate
the conditional in-class probability function. However, if λ is small, then the variance is
relatively large because the algorithm itself is less stable. It is then natural to choose a
regularization parameter that gives a small bias and with good stability properties. For the
text chunking problem, from Table 1, it is reasonable to pick the default value of λ as 0.1.

λ 10−3 10−2 10−1 1 10
precision 93.57 93.57 93.56 93.49 92.68

recall 93.49 93.49 93.48 93.43 92.84
Fβ=1 93.53 93.53 93.52 93.46 92.76

Table 1: The effect of regularization parameter λ

Table 2 investigates the effect of different values of the prior µj . Although the table
seems to imply that the algorithm is more sensitive to the choice of prior µ than to the
choice of λ, an important reason that contributes to this phenomenon is that we fixed the
number of iterations. From the numerical point of view, if we fix the number of iterations,
a small µj has an effect similar to a small learning rate η. As we explain next, a small η
can lead to slower convergence and a large η can lead to instability. Undesirable results
corresponding to small priors in Table 2 can be partially explained by using the fact that
the algorithm has not yet achieved convergence after 30 iterations. From these results, we
can also see that the default value of µj = 0.1 shows a good balance of quick convergence
and stability.

µj 10−3 10−2 10−1 1
precision 91.57 92.63 93.56 93.25

recall 91.99 92.77 93.48 93.16
Fβ=1 91.78 92.70 93.52 93.20

Table 2: The effect of prior value µj

Table 3 shows the effect of using different values of learning rate η. In general, it is
safer to use a smaller learning rate although the corresponding convergence rate is slower.
Practically it is desirable to use a learning rate that is not too small which still leads a stable
algorithm. The bad performance at η = 0.1 shows that the algorithm already becomes
numerically unstable. The performance comparison between learning rates of η = 10−2 and
10−3 after the default 30 iterations indicates that the algorithm does not converge very
fast at η = 10−3 (although with sufficient number of iterations, it converges to the correct

3. For more difficult problems that are not nearly separable, we usually observe the following phenomenon:
as λ increases, the classification accuracy first increases to an optimal point, and then decreases.
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solution). The learning rate issue has been more thoroughly investigated by Zhang (2002).
In fact, results there suggest that the default choice of η = 0.01 is a value that can be good
for general problems.

η 10−3 10−2 10−1

precision 91.90 93.56 13.88
recall 92.19 93.48 2.74
Fβ=1 92.04 93.52 4.58

Table 3: The effect of learning rate η

In Table 4, we study the performance of regularized Winnow using various numbers of
iterations. The results indicate that the algorithm has approximately achieved convergence
after thirty iterations since the performance has stabilized.

K 5 10 20 30 40 50
precision 92.49 93.05 93.42 93.56 93.58 93.60

recall 92.62 93.05 93.35 93.48 93.5 93.52
Fβ=1 92.56 93.05 93.39 93.52 93.54 93.56

Table 4: The effect of iteration number K in training

6.2 Test Set Results and Comparison with Other Methods

Experimental results reported in this section were obtained by using the default values of
λ = 0.1, µj = 0.1, and η = 0.01, and K = 30. Although using more iterations may improve
results a little, as we can see from Table 4, the performance has more or less stabilized after
thirty iterations. Results reported in this section are obtained by training on the standard
CoNLL-2000 training set and testing on the standard test set.

Table 6 gives results obtained with the basic features. This representation gives a total
number of 4.6 × 105 non-zero hash table entries (binary features with counts of at least
one). However, the number of non-zero features per datum is 48, which determines the
time complexity of our system. The training time on a 400Mhz Pentium machine running
Linux is twelve minutes, which corresponds to about thirty seconds per category. The time
using the dynamic programming to produce chunk predictions, excluding tokenization, is
less than ten seconds. There are about 8.6 × 104 non-zero linear weight components per
chunk-type, which corresponds to a sparsity of more than 80%. Most features are thus
irrelevant.

Some of the best results reported previously are summarized in Table 5. All of these
systems are more complex than ours. For example, the best performance in Table 5 was
achieved by Kudoh and Matsumoto (2000), using a combination of 231 kernel support
vector machines. Each kernel support vector machine is computationally significantly more
expensive than a corresponding Winnow classifier, and they use an order of magnitude more
classifiers. This implies that their system should be orders of magnitudes more expensive
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system precision recall Fβ=1

voted SVMs (Kudoh and Matsumoto, 2000) 93.45 93.51 93.48
WPDV models (van Halteren, 2000) 93.13 93.51 93.32

combined memory models (Sang, 2000) 94.04 91.00 92.50

Table 5: Summary of some previous results

than ours. This point can be verified from their training time of about one day on a
500Mhz Linux machine. We should mention that their result has been recently improved
to 93.91 (Kudo and Matsumoto, 2001) by voting support vector machine outputs of eight
different chunk-tag sequence representations. However this is not a fair comparison to our
system since it is reasonable to believe that we can achieve appreciable improvement using
a similar voting approach. Excluding results reported in the early version of the current
work (Zhang et al., 2001), the previously second best system was a combination of five
different WPDV models (van Halteren, 2000), with an overall Fβ=1 value of 93.32. This
system is again more complex than the regularized Winnow approach we propose (their best
single classifier performance is Fβ=1 = 92.47). The third best performance was achieved by
using combinations of memory-based models (Sang, 2000), with an overall Fβ=1 value of
92.50. A total of eleven systems were summarized by Sang and Buchholz (2000), including
a variety of statistical techniques such as maximum entropy, hidden Markov models, and
transformation based rule learners. Interested readers are referred to the summary paper
by Sang and Buchholz (2000) for references to all systems being tested.

The above comparison implies that the regularized Winnow approach achieves state of
the art performance with significant less computation than previous systems. The success of
this method relies on regularized Winnow’s ability to tolerate irrelevant features as well as
the fast online-style dual update algorithm that solves the associated optimization problem.
This allows us to use a very large feature space and let the algorithm pick the relevant ones.
In addition, the algorithm presented in this paper is simple. Unlike some other approaches,
there is little ad hoc engineering tuning involved in our system. This simplicity allows other
researchers to reproduce our results easily.

In Table 7, we report the results of our system with the basic features enhanced by
using ESG syntactic roles, showing that using more linguistic features can enhance the per-
formance of the system. In addition, since regularized Winnow is able to pick up relevant
features automatically, we can easily integrate different features into our system in a sys-
tematic way without concerning ourselves with the semantics of the features. The resulting
overall Fβ=1 value of 94.17 is better than any previous system. The overall complexity of
the system is still quite reasonable. The total number of features is about 5.2 × 105, with
88 nonzero features for each data point. The training time is twenty-two minutes, and the
number of non-zero weight components per chunk-type is about 1.1× 105.

It is also interesting to compare the regularized Winnow results with those of the original
Winnow method. We only report results with the basic linguistic features in Table 8. In
this experiment, we use the same setup as in the regularized Winnow approach. We start
with a uniform prior of µj = 0.1, and let the learning rate be η = 0.01. The Winnow update
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testdata precision recall Fβ=1

ADJP 79.41 73.97 76.60
ADVP 81.65 81.18 81.41
CONJP 50.00 55.56 52.63
INTJ 100.00 50.00 66.67
LST 0.00 0.00 0.00
NP 93.80 93.99 93.89
PP 96.99 97.88 97.43

PRT 82.61 71.70 76.77
SBAR 86.99 87.48 87.23

VP 93.73 93.69 93.71
all 93.54 93.60 93.57

Table 6: Our chunk prediction results: with basic features

testdata precision recall Fβ=1

ADJP 81.68 73.29 77.26
ADVP 82.63 81.29 81.96
CONJP 55.56 55.56 55.56
INTJ 100.00 50.00 66.67
LST 0.00 0.00 0.00
NP 94.39 94.37 94.38
PP 97.64 98.03 97.83

PRT 81.44 74.53 77.83
SBAR 91.15 88.60 89.86

VP 94.38 94.78 94.58
all 94.28 94.07 94.17

Table 7: Our chunk prediction results: with enhanced features
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(4) is performed thirty times repeatedly over the data. The training time is approximately
the same as that of the regularized Winnow method.

Clearly the regularized Winnow method has indeed enhanced the performance of the
original Winnow method. The improvement is more or less consistent over all chunk types.
It can also be seen that the improvement is appreciable but not dramatic in this case. This
is not too surprising since the data is very close to linearly separable. Even on the test set,
the multi-class classification accuracy is around 96%. On average, the binary classification
accuracy on the training set (note that we train one binary classifier for each chunk type)
is close to 100%. This means that the training data is close to linearly separable. Since the
benefit of regularized Winnow is more significant with noisy data, the improvement in this
case is not dramatic. We should mention that for some other more noisy problems which we
have tested on, the improvement of regularized Winnow method over the original Winnow
method can be much more significant.

testdata precision recall Fβ=1

ADJP 77.06 70.55 73.66
ADVP 79.33 78.87 79.10
CONJP 45.45 55.56 50.00
INTJ 50.00 50.00 50.00
LST 0.00 0.00 0.00
NP 93.08 93.39 93.24
PP 96.71 97.11 96.91

PRT 82.05 60.38 69.57
SBAR 83.12 85.61 84.35
UCP 0.00 0.00 0.00
VP 93.27 93.19 93.23
all 92.56 92.80 92.68

Table 8: Chunk prediction results with original Winnow: with basic features

6.3 The Impact of Features

The experiment in this section illustrates the necessity of using many features. We use the
same parameter values as in Section 6.2. However, we only use first-order basic features.
The following results are obtained with regularized Winnow on the full training set and
tested on the standard test set. The number of non-zero features per datum is 12. The
total number of binary features is 4.8×104. There are about 1.4×104 non-zero linear weight
components per chunk-type. Although the training time is significantly faster (about three
minutes), the performance is much worse. This shows that using a large number of features
improves the prediction accuracy.

We would also like to mention that with only the first-order basic features, the original
Winnow algorithm achieves an overall precision of 90.65, recall of 88.36, and Fβ=1 of 89.49.
It is clear that the difference between the original Winnow and our modification is more
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testdata precision recall Fβ=1

ADJP 83.63 64.16 72.61
ADVP 80.56 79.45 80.00
CONJP 83.33 55.56 66.67
INTJ 50.00 50.00 50.00
LST 0.00 0.00 0.00
NP 91.83 92.71 92.27
PP 96.22 97.28 96.74

PRT 80.81 75.47 78.05
SBAR 85.90 85.42 85.66

VP 92.09 92.77 92.43
all 92.07 92.36 92.22

Table 9: Chunk prediction results with only first-order basic features

significant. Since the data become less separable in this case, the result is explained by the
fact that the original Winnow does not handle noisy data very well.

6.4 Error Analysis

In this section, we would like to study errors made by the original Winnow and the general-
ized Winnow on the test set. The analysis can reveal limitations of our system and suggest
possible future improvements. We will only examine outputs with the basic features.

We find that there are about 1800 word-level errors that are made both by the original
Winnow and by the generalized Winnow. There are about 500 word-level errors made by
the original Winnow only, and about 200 errors made by the generalized Winnow only.
Therefore the generalized Winnow reduced the word-level error rate by about 10%. Clearly
their errors are highly (but not totally) correlated. This implies that hard cases for one
algorithm are also likely to be hard for the other. Also since the errors are not entirely
correlated, it is possible to combine different classifiers to reduce error.

We shall classify the errors into four types:

1. Errors corresponding to chunks that are inherently ambiguous.

2. Errors corresponding to chunks that are ambiguous based on features used by the
system.

3. Errors corresponding to cases that are not sufficiently represented in the training data.

4. Errors that may be avoided with a better learning algorithm.

Clearly the first type of error is inherent to the problem and cannot be avoided. In
general, this type of errors may be defined as the variation among different human labelers
who use the same set of chunking rules for possible ambiguity resolution. They also include
chunks not tagged in a consistent manner, as well as human errors. However, this type of
error does not appear to dominate our test data. As an example of this type of error, we
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observed that in the sentence segment “Mr. Meador takes responsibility for development and
property management.”, “development” and “property management” were tagged as two
separate noun phrases. However, both algorithms tagged the whole sub-string “development
and property management” as a single noun phrase.

The second type of error is certainly caused by non-optimal feature construction. By
comparing results corresponding to first order features only as in Table 9, basic features as
in Table 6, and enhanced features as in Table 7, it is clear that appropriate feature choices
can have significant impact on the system performance. We observe that some of the chunk
labels can only be resolved with long-range features. Since we have only used local context
of window size two, this leads to errors that cannot be resolved using our features. For
example, in the sentence segment “These include, among other parts, ..., torque box, fixed
leading edges for the wings and aft keel beam.”, both algorithms tagged the string “fixed
leading edges” as “B-VP B-NP I-NP”, which is reasonable given our local context with a
window size of two. Clearly, from the whole sentence, one can see that the correct tags
would have been “B-NP I-NP I-NP”. As another example, consider the sentence segment
“..., is an aerospace , electronics, automotive and graphics concern.”. Clearly based on
the whole sentence, we shall tag the string “an aerospace , electronics , automotive and
graphics concern” as a single noun-phrase. However, both algorithms tagged the sub-string
“, electronics , automotive” as “O B-NP O B-NP”, which is reasonable based only on
our local features of window size two. Unfortunately this kind of error cannot be avoided
without using global features.

The third and fourth types of errors are related. Too few cases for one algorithm could
still be sufficient for another (better) algorithm. However, we know that in general giving
more data will improve the performance of a statistical machine learning method. For
example, in the sentence segment “Improving profitability of U.S. operations is an ...”,
the sub-string “Improving profitability” should be tagged as “B-VP B-NP”. However, both
algorithms tagged it as “B-NP I-NP”, which is reasonable if we do not consider the semantics
of the word “Improving”. This kind of error could be avoided if we have many examples of
the word “Improving” so that its proper usage can be learned.

It is also interesting to check errors that are made by the original Winnow but are avoided
by the generalized Winnow. In the sentence segment “... a special charge of $ 5 million
representing general and administrative expenses from ...”, the sub-string “general and
administrative expenses” was correctly tagged as a single noun phrase by the generalized
Winnow. It was tagged as “B-ADJP I-ADJP I-ADJP B-NP” by the original Winnow.
As another example, the sentence segment “... to stash away that kind of money.” was
correctly tagged as “B-VP I-VP B-ADVP B-NP I-NP ...” by the generalized Winnow but
was incorrectly tagged as “B-VP I-VP B-NP I-NP I-NP ...” by the original Winnow. We
can see that errors like this may be avoided or reduced if we use a better learning algorithm.

7. Conclusion

In this paper, we described a text chunking system based on a generalization of Winnow
we call regularized Winnow. The advantage of the new method compared with the original
Winnow is its ability to handle linearly non-separable data and its ability to provide reliable
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confidence estimates. Such confidence estimates are required in the statistical sequential
modeling approach to the text chunking problem which we presented in this paper.

Since the Winnow family of algorithms is robust to irrelevant features, we can construct
a very high dimensional feature space and let the algorithm pick up the important ones.
We have shown that state of the art performance can be achieved by using this approach.
Furthermore, the method we propose is computationally more efficient than other systems
reported in the literature that achieved performance close to ours.

From our experiments, it is clear that good features can significantly improve system
performance. Therefore the good performance of our system is in part due to the features
we have used. Our error analysis also shows that many errors are inherently ambiguous
using local features as in this paper. Therefore to further improve the system’s performance,
it is necessary to use long range features. However we do not know how to construct good
long range features for text chunking. This is an interesting open problem.

The success of regularized Winnow in text chunking suggests that the method might
be applicable to other NLP problems where it is necessary to use large feature spaces to
achieve good performance.

Appendix A. Dual Formulation for Generalized Winnow

Note that when w →∞ the objective value of (7) goes to∞. We thus know that ŵ is finite.
Since both (7) and (8) have strictly convex objective functions, both have unique solutions.
The purpose of this section is to show the following theorem which justifies the validity of
the dual formulation in Section 4. A more general treatment of this type of duality were
given by Zhang (2002).

Theorem 1 The solution α̂ of (8) gives the solution ŵ of (7) through (9).

Proof By differentiating (7) with respect to wj , we obtain the following first order condition
which is satisfied at the optimal solution ŵ for each j:(

ln
ŵj
eµj

+ 1
)

+ c
n∑
i=1

f ′(ŵTxiyi)xijy
i = 0.

That is,

ŵj = µj exp

(
n∑
i=1

ᾱixijy
i

)
, (12)

where
ᾱi = −cf ′(ŵTxiyi) = cmax(min(1− ŵTxiyi, 2), 0). (13)

In the following, we only need to show that ᾱ is the solution of (8). By definition, we have
ᾱi ∈ [0, 2c]. We only need to show that ᾱ satisfies the KKT condition of (8).

From (13), we obtain

ŵTxiyi = 1− 1
c
ᾱi − λi1 + λi2.
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where λi1, λ
i
2 ≥ 0, λi1(ᾱi − 2c) = 0, and λi2ᾱ

i = 0. Using (12), we obtain for all i:

1− 1
c
ᾱi − λi1 + λi2 =

∑
j

µj exp

(
n∑
k=1

ᾱkxkj y
i

)
xijy

i,

λi1(ᾱi − 2c) = 0,

λi2ᾱ
i = 0,

λi1 ≥ 0, λi2 ≥ 0.

It is easy to verify that the above equations are the set of KKT conditions of (8). It follows
that ᾱ solves (8). That is α̂ = ᾱ.

Appendix B. Regularized Winnow as a Conditional Probability
Estimator

Consider a binary classification problem as in Section 4. Assume that the in-class conditional
probability is P (y = 1|x) = q(x). We show that if Ex,y f(wTxy) is small, then Ex ((1 +
T (wTx))/2− q(x))2 is also small, where E denotes expectation, and T (v) is the truncation
of v into [−1, 1]. This implies that (1 + T (wTx))/2 can be regarded as an approximation
of the conditional in-class probability if we try to minimize the expected value of f(wTxy).
The result justifies the choice of using loss function f .

Lemma 1 Let T (v) = min(max(v,−1), 1), then for all w:

Ex,y f(wTxy) =2Ex q(x)(1− q(x))+

Ex
1
2

(2q(x)− 1− T (wTx))2 + Ex |2q(x)− 1− T (wTx))||wTx− T (wTx)|.

Proof Let q be a number in [0, 1]. Consider the following situations:

• p ∈ [0, 1]: it is easy to verify that

qf(p) + (1− q)f(−p) =
q

2
(p− 1)2 +

1− q
2

(p+ 1)2 = 2q(1− q) +
1
2

(2q − 1− p)2.

• p ≥ 1: it is easy to verify that

qf(p) + (1− q)f(−p) = (1− q)(2p) = 2q(1− q) +
1
2

(2q− 1− 1)2 + |2q− 1− 1|(p− 1).

• p ≤ −1: it is easy to verify that

qf(p) + (1− q)f(−p) = q(−2p) = 2q(1− q) +
1
2

(2q − 1 + 1)2 + |2q − 1 + 1|(−p− 1).
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Summarize the above, we have the following inequality for all q ∈ [0, 1] and all p:

qf(p) + (1− q)f(−p) = 2q(1− q) + (2q − 1− T (p))2 + |2q − 1− T (p)||p− T (p)|.

The lemma follows from this equality and the observation that

Ex,y f(wTxy) = Ex
[
q(x)f(wTx) + (1− q(x))f(−wTx)

]
.

Theorem 2 Assume that there exists w̄ such that Ex (2q(x) − 1 − T (w̄Tx))2 ≤ ε1 and
w̄Tx ≤ κ for all x where κ ≥ 1. Assume further that we find ŵ that approximately minimizes
f as:

Ex,y f(ŵTxy) ≤ inf
w
Ex,y f(wTxy) + ε2,

then
Ex (2q(x)− 1− T (ŵTx))2 ≤ ε1 + (κ− 1)ε1/21 + ε2.

Proof Note that from the Schwartz inequality we obtain

Ex |2q(x)−1−T (w̄Tx))||w̄Tx−T (w̄Tx)| ≤ (κ−1)(Ex (2q(x)−1−T (w̄Tx))2)1/2 ≤ (κ−1)ε1/21 .

Now using Lemma 1, we have

Ex,y f(w̄Txy)− 2Ex q(x)(1− q(x)) ≤ ε1 + (κ− 1)ε1/21 .

Again, from Lemma 1 and the assumptions of the theorem, we obtain

Ex (2q(x)− 1− T (ŵTx))2 ≤Ex,y f(ŵTxy)− 2Exq(x)(1− q(x))

≤Ex,y f(w̄Txy)− 2Exq(x)(1− q(x)) + ε2

≤ε1 + (κ− 1)ε1/21 + ε2.

This implies that by approximately minimizing the expected value f(wTxy) as in (7),
we effectively try to obtain a weight ŵ such that T (ŵTx) ≈ 2q(x) − 1. Therefore (1 +
T (ŵTx))/2 can be regarded as an approximation to the conditional in-class probability q(x).
In particular, if q(x) = T (w̄Tx) for some w̄, then the theorem implies that by approximately
minimizing the expected value of f(wTxy) as in (7), we can obtain ŵ such that T (ŵTx) is
arbitrarily close to q(x).
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