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#### Abstract

We give a review of various aspects of boosting, clarifying the issues through a few simple results, and relate our work and that of others to the minimax paradigm of statistics. We consider the population version of the boosting algorithm and prove its convergence to the Bayes classifier as a corollary of a general result about Gauss-Southwell optimization in Hilbert space. We then investigate the algorithmic convergence of the sample version, and give bounds to the time until perfect separation of the sample. We conclude by some results on the statistical optimality of the $L_{2}$ boosting.
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## 1. Introduction

We consider a standard classification problem: Let $(X, Y),\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ be an i.i.d. sample, where $Y_{i} \in\{-1,1\}$ and $X_{i} \in X$. The goal is to find a good classification rule, $X \rightarrow\{-1,1\}$.

The AdaBoost algorithm was originally defined, Schapire (1990), Freund (1995), and Freund and Schapire (1996) as an algorithm to construct a good classifier by a "weighted majority vote" of simple classifiers. To be more exact, let $\mathcal{H}$ be a set of simple classifiers. The AdaBoost classifier is given by $\operatorname{sgn}\left(\sum_{m=1}^{M} \lambda_{m} h_{m}(x)\right)$, where $\lambda_{m} \in \mathbb{R}, h_{m} \in \mathcal{H}$, are found sequentially by the following algorithm:

0 . Let $c_{1}=c_{2}=\cdots=c_{n}=1$, and set $m=1$.

1. Find $h_{m}=\arg \min _{h \in \mathcal{H}} \sum_{i=1}^{n} c_{i} h\left(X_{i}\right) Y_{i}$. Set

$$
\lambda_{m}=\frac{1}{2} \log \left(\frac{\sum_{i=1}^{n} c_{i}+\sum_{i=1}^{n} c_{i} h_{m}\left(X_{i}\right) Y_{i}}{\sum_{i=1}^{n} c_{i}-\sum_{i=1}^{n} c_{i} h_{m}\left(X_{i}\right) Y_{i}}\right)=\frac{1}{2} \log \left(\frac{\sum_{h_{m}\left(X_{i}\right)=Y_{i}} c_{i}}{\sum_{h_{m}\left(X_{i}\right) \neq Y_{i}} c_{i}}\right) .
$$

2. Set $c_{i} \leftarrow c_{i} \exp \left(-\lambda_{m} h_{m}\left(X_{i}\right) Y_{i}\right)$, and $m \leftarrow m+1$, If $m \leq M$, return to step 1 .
$M$ is unspecified and can be arbitrarily large.
The success of these methods on many data sets and their "resistance to overfitting"-the test set error continues to decrease even after all the training set observations were classified correctly, has led to intensive investigation to which this paper contributes.

Let $\mathcal{F}_{\infty}$ be the linear span of $\mathcal{H}$. That is,

$$
\mathcal{F}_{\infty}=\bigcup_{k=1}^{\infty} \mathcal{F}_{k}, \text { where } \mathcal{F}_{k}=\left\{\sum_{j=1}^{k} \lambda_{j} h_{j}: \lambda_{j} \in \mathbb{R}, h_{j} \in \mathscr{H}, 1 \leq j \leq k\right\} .
$$

A number of workers have noted, Breiman (1998,1999), Friedman, Hastie and Tibshirani (2000), Mason, Bartlett, Baxter and Frean (2000), and Schapire and Singer (1999), that the AdaBoost classifier can be viewed as $\operatorname{sgn}(F(X))$, where $F$ is found by a greedy algorithm minimizing

$$
n^{-1} \sum_{i=1}^{n} \exp \left(-Y_{i} F\left(X_{i}\right)\right)
$$

over $\mathcal{F}_{\infty}$.
¿From this point of view, the algorithm appeared to be justifiable, since as was noted in Breiman (1999) and Friedman, Hastie, and Tibshirani (2000), the corresponding expression $E \exp (-Y F(X))$, obtained by replacing the sum by expectation, is minimized by

$$
F(X)=\frac{1}{2} \log (P(Y=1 \mid X) / P(Y=-1 \mid X))
$$

provided the linear span $\mathcal{F}_{\infty}$ is dense in the space $\mathcal{F}$ of all functions in a suitable way. However, it was also noted that the empirical optimization problem necessarily led to rules which would classify every training set observation correctly and hence not approach the Bayes rule whatever be $n$, except in very special cases. Jiang (2003) established that, for observation centered stumps, the algorithm converged to nearest neighbor classification, a good but rarely optimal rule.

In another direction, the class of objective functions $W(\cdot)$ that can be considered was extended by Friedman, Hastie, and Tibshirani (2000) to other $W$, in particular, $W(t)=\log \left(1+e^{-2 t}\right)$, whose empirical version they identified with logistic regression in statistics, and $W(t)=-2 t+t^{2}$, which they referred to as " $L_{2}$ Boosting" and has been studied, under the name "matching pursuit", in the signal processing community. For all these objective functions, the population optimization of $E W(Y F(X))$ over $\mathcal{F}$ leads to a solution such that $\operatorname{sgn} F(X)$ is the Bayes rule. Friedman et al. also introduced consideration of other algorithms for the empirical optimization problem. Lugosi and Vayatis (2004) added regularization, changing the function whose expectation (both empirically and in the population) is to be minimized from $W(Y F(X))$ to $W_{n}(Y F(X))$ where $W_{n} \rightarrow W$ as $n \rightarrow \infty$. Bühlmann and Yu (2003) considered $L_{2}$ boosting starting from very smooth functions. We shall elaborate on this later.

We consider the behavior of the algorithm as applied to the sample $\left(Y_{1}, X_{1}\right), \ldots,\left(Y_{n}, X_{n}\right)$, as well to the "population", that is when means are replaced by expectations and sums by probabilities. The structure of, and the differences between, the population and sample versions of the optimization problem has been explored in various ways by Jiang (2003), Zhang and Yu (2003), Bühlmann (2003), Bartlett, Jordan, and McAuliffe (2003), Bickel and Ritov (2003).

Our goal in this paper is

1. To clarify the issues through a few simple results.
2. To relate our work and that of Bühlmann (2003), Bühlmann and Yu (2003), Lugosi and Vayatis (2004), Zhang (2004), Zhang and Yu (2003) and Bartlett, Jordan, and McAuliffe (2003) to the minimax results of Mammen and Tsybakov (1999), Baraud (2001) and Tsybakov (2001).

In Section 2 we will discuss the population version of the basic boosting algorithms and show how their convergence and that of more general greedy algorithms can be derived from a generalization of Theorem 3 of Mallat and Zhang (1993) with a simple proof. The result can, we believe, also be derived from the even more general theorem of Zhang and Yu (2003), but our method is simpler and the results are transparent.

In Section 3 we show how Bayes consistency of various sample algorithms when suitably stopped or of sample algorithms based on minimization of a regularized $W$ follow readily from population convergence of the algorithms and indicate how test bed validation can be used to do this in a way leading to optimal rates (in Section 4).

In Section 5 we address the issue of bounding the time to perfect separation of the different boosting algorithm (including the standard AdaBoost).

Finally in Section 6 we show how minimax rate results for estimating $E(Y \mid X)$ may be attained for a "sieve" version of the $L_{2}$ boosting algorithm, and relate these to results of Baraud (2001), Lugosi and Vayatis (2004), Bühlmann and Yu (2003), Barron, Birgé, Massart(1999) and Bartlett, Jordan and McAuliffe (2003). We also discuss the relation of these results to classification theory.

## 2. Boosting "Population" Theorem

We begin with a general theorem on Gauss-Southwell optimization in vector space. It is, in part, a generalization of Theorem 1 of Mallat and Zhang (1993) with a simpler proof. A second part relates to procedures in which the step size is regularized cf. Zhang and Yu (2003) and Bartlett et al. (2003). We make the boosting connection after its statement.

Let $w$ be a real, bounded from below, convex function on a vector space $\mathbb{H}$. Let $\mathcal{H}=\mathcal{H}^{\prime} \cup$ $\left(-\mathcal{H}^{\prime}\right)$, where $\mathcal{H}^{\prime}$ is a subset of $\mathbb{H}$ whose members are linearly independent, with linear span $\mathcal{F}_{\infty}=$ $\left\{\sum_{m=1}^{k} \lambda_{m} h_{m}: \lambda_{j} \in \mathbb{R}, h_{j} \in \mathcal{H}, 1 \leq j \leq k, 1 \leq k<\infty\right\}$. We assume that $\mathcal{F}_{\infty}$ is dense in $\mathbb{H}$, at least in the sense that $\left\{w(f): f \in \mathcal{F}_{\infty}\right\}$ is dense in the image of $w$. We define two relaxed Gauss-Southwell "algorithms".

Algorithm I: For $\alpha \in(0,1]$, and given $f_{1} \in \mathbb{H}$, find inductively $f_{2}, f_{3}, \ldots, \ldots$ by, $f_{m+1}=f_{m}+\lambda_{m} h_{m}$, $\lambda_{m} \in \mathbb{R}, h_{m} \in \mathcal{H}$ and

$$
\begin{equation*}
w\left(f_{m}+\lambda_{m} h_{m}\right) \leq \alpha \min _{\lambda \in \mathbb{R}, h \in \mathcal{H}} w\left(f_{m}+\lambda h\right)+(1-\alpha) w\left(f_{m}\right) . \tag{1}
\end{equation*}
$$

Generalize Algorithm I to :
Algorithm II: Like Algorithm I, but replace (1) by

$$
w\left(f_{m}+\lambda_{m} h\right)+\gamma \lambda_{m}^{2} \leq \alpha \min _{\lambda \in \mathbb{R}, h \in \mathscr{H}}\left(w\left(f_{m}+\lambda h\right)+\gamma \lambda^{2}\right)+(1-\alpha) w\left(f_{m}\right) .
$$

There are not algorithms in the usual sense since they do not specify a unique sequence of iterations but our theorems will apply to any sequence generated in this way. Technically, this scheme
is used in the proof of Theorem 3. The standard boosting algorithms theoretically correspond to $\alpha=1$, although in practice, since numerical minimization is used, $\alpha$ may equal 1 only approximately. Our generalization makes for a simple proof and covers the possibility that the minimum of $w\left(f_{m}+\lambda h\right)$ over $\mathcal{H}$ and $\mathbb{R}$ is not assumed, or multiply assumed. Let $\omega_{0}=\inf _{f \in \mathcal{F}_{\infty}} w(f)>$ $-\infty$. Let $w^{\prime}(f ; h)$ the linear operator of the Gataux derivative at $f \in \mathcal{F}_{\infty}$ in the direction $h \in \mathcal{F}_{\infty}$ : $w^{\prime}(f ; h)=\partial w(f+\lambda h) /\left.\partial \lambda\right|_{\lambda=0}$, and let $w^{\prime \prime}(f ; h)$ be the second derivative of $w$ at $f$ in the direction $h$ : $w^{\prime \prime}(f, h) \equiv \partial^{2} w(f+\lambda h) /\left.\partial \lambda^{2}\right|_{\lambda=0}$ (both derivative are assumed to exist). We consider the following conditions.

GS1. For any $c_{1}$ and $c_{2}$ such that $\omega_{0}<c_{1}<c_{2}<\infty$,

$$
\begin{aligned}
& 0<\inf \left\{w^{\prime \prime}(f, h): c_{1}<w(f)<c_{2}, h \in \mathscr{H}\right\} \\
& \quad \leq \sup \left\{w^{\prime \prime}(f, h): w(f)<c_{2}, h \in \mathscr{H}\right\}<\infty .
\end{aligned}
$$

GS2. For any $c_{2}<\infty$,

$$
\sup \left\{w^{\prime \prime}(f, h): w(f)<c_{2}, h \in \mathcal{H}\right\}<\infty .
$$

Theorem 1 Under Assumption GS1, any sequence of functions generated according to Algorithm I satisfies:

$$
w\left(f_{m}\right) \leq \omega_{0}+c_{m}
$$

and if $c_{m}>0$ :

$$
w\left(f_{m}\right)-w\left(f_{m+1}\right) \geq \xi\left(w\left(f_{m}\right)\right)>0
$$

where the sequence $c_{m} \rightarrow 0$ and the function $\xi(\cdot)$ depend only on $\alpha$, the initial points of the iterates, and $\mathcal{H}$. The same conclusion holds under Condition GS2 for any sequence $f_{m}$ generated according to algorithm II.

The proof can be found in Appendix A.

## Remark:

1. Condition GS2 of Theorem 1 guarantees that $\sum_{m=1}^{\infty} \lambda_{m}^{2}<\infty$. It can be replaced by any other condition that guarantees the same, for example, limiting the step size, replacing the penalty by other penalties, etc.
2. It will be clear from the proof in Appendix A that if $w^{\prime \prime}$ is bounded away from 0 and $\infty$ then $c_{m}$ is of order $(\log m)^{-\frac{1}{2}}$ so that we, in fact, have an approximation rate - but it is so slow as to be essentially useless. On the other hand, with strong conditions such as orthonormality of the elements of $\mathcal{H}$, and $\mathcal{H}$ a classical approximation class such as trigonometric functions we expect, with $L_{2}$ boosting, to obtain rates such as $m^{-1 / 2}$ or better.

Let $(X, Y) \sim P, X \in X, Y \in\{-1,1\}$. Let $\mathscr{H} \subset\{h: X \rightarrow[-1,1]\}$ be a symmetric set of functions. In particular, $\mathscr{H}$ can, but need not, be a set of classifiers such as trees with

$$
\begin{equation*}
\mathcal{H}=-\mathcal{H} \tag{2}
\end{equation*}
$$

Given a loss function $W: \mathbb{R} \rightarrow \mathbb{R}^{+}$, we consider a greedy sequential procedure for finding a function $F$ that minimizes $E W(Y F(X))$. That is, given $F_{0} \in \mathcal{H}$ fixed, we define for $m \geq 0$ :

$$
\begin{aligned}
& \lambda_{m}(h)=\underset{\lambda \in \mathbb{R}}{\arg \min } E W\left(Y\left(F_{m}(X)+\lambda h(X)\right)\right) \\
& h_{m}=\underset{h \in \mathcal{H}}{\arg \min } E W\left(Y\left(F_{m}(X)+\lambda_{m}(h) h(X)\right)\right) \\
& F_{m+1}=F_{m}+\lambda_{m}\left(h_{m}\right) h_{m} .
\end{aligned}
$$

Assume, wlog (without loss of generality), by shifting and rescaling, that $W(0)=-W^{\prime}(0)=1$. Note that by Bartlett et al. (2003), $W^{\prime}(0)<0$ is necessary and sufficient for population consistency defined below. We can suppose again wlog in view of (2), that $\lambda_{m} \geq 0$. Define $\mathcal{F}_{k}$ and $\mathcal{F}_{\infty}$ as in Section 1 and let $\mathcal{F} \equiv \overline{\mathcal{F}}_{\infty}$ be the closure of $\mathcal{F}_{\infty}$ in convergence in probability:

$$
\begin{aligned}
\mathcal{F} & \equiv\left\{F: \exists F_{m} \in \mathcal{F}_{m}, F_{m}(X) \xrightarrow{p} F(X)\right\} \\
F_{\infty} & \equiv \underset{F \in \mathcal{F}}{\operatorname{argmin}} E W(Y F(X))
\end{aligned}
$$

If $\operatorname{sgn} F_{\infty}$ is the Bayes rule for $0-1$ loss, we say that $F_{\infty}$ is population consistent for classification, "calibrated" in the Bartlett et al. terminology. Let

$$
\begin{aligned}
p(X) & \equiv P(Y=1 \mid X) \\
\widetilde{W}(x, d) & \equiv p(x) W(d)+(1-p(x)) W(-d) . \\
\widetilde{W}(F) & \equiv \widetilde{W}(X, F(X))
\end{aligned}
$$

By the assumptions below $F_{\infty}$ is the unique function such that $\widetilde{W}^{\prime}\left(F_{\infty}\right)=0$ with probability 1 , where $\widetilde{W}^{\prime}(F)=\widetilde{W}^{\prime}(X, F(X))$ and $\widetilde{W}^{\prime}(x, d)=\partial W(x, d) / \partial d$. Define $\widetilde{W}^{\prime \prime}$ similarly.

Here are some conditions.
P1. $P[p(X)=0$ or 1$]=0$.
P2. $W$ is twice differentiable and convex on $\mathbb{R}$.
P3. $\mathcal{H}$ is closed and compact in the weak topology. $\mathcal{F}$ is the set of all measurable functions on $X$.
P4. $\widetilde{W}^{\prime \prime}(F)$ is bounded above and below on $\left\{F: c_{1}<\widetilde{W}(F)<c_{2}\right\}$ for all $c_{1}, c_{2}$ such that

$$
\inf _{F \in \mathcal{F}} E \widetilde{W}(F)<c_{1}<c_{2}<E \widetilde{W}\left(F_{0}\right) .
$$

P5. $F_{\infty} \in L_{2}(P)$.
Note that P1 and P2 imply that $\widetilde{W}(x, d) \rightarrow \infty$ as $|d| \rightarrow \infty$, which ensures that $F_{\infty}$ is finite almost anywhere. Condition P1, which says that no point can be classified with absolute certainty, is only needed technically to ensure that $\widetilde{W}(x, d) \rightarrow \infty$ as $|d| \rightarrow \infty$, even if $W$ itself is monotone. It is not needed for $L_{2}$ boosting.

Conditions P2 and P4 ensure that along the optimizing path $W$ behaves locally like $W_{0}(t)=$ $-2 t+t^{2}$ corresponding to $L_{2}$ boosting. They are more stringent than we would like and, in particular,
rule out $W$ such as the "hinge" appearing in SVM. More elaborate arguments such as those of Zhang and Yu (2003) and Bartlett et al. (2003) can give somewhat better results.

The functions commonly appearing in boosting such as, $W_{1}(t)=e^{-t}, W_{2}(t)=-2 t+t^{2}, W_{3}(t)=$ $-\log \left(1+e^{-2 t}\right)$ satisfy condition P4 if P1 also holds. This is obvious for $W_{2}$. For $W_{1}$ and $W_{3}$, it is clear that P4 holds, if P1 does, since otherwise $E \widetilde{W}\left(Y F_{m}(X)\right) \rightarrow \infty$. The conclusions of Theorem 2 continue to hold if $h \in \mathscr{H} \Longrightarrow|h| \geq \delta>0$ since then below $w^{\prime \prime}(F ; h)=E h^{2}(X) \widetilde{W}(F(X)) \geq$ $\delta^{2} E \widetilde{W}(F(X))$ and P4 follows. Note that if $|h| \not \equiv 1$ the $\lambda$ optimization step requires multiplying $\lambda^{2}$ by $E h^{2}(x)$.

We have,
Theorem 2 If $\mathcal{H}$ is a set of classifiers, $\left(h^{2} \equiv 1\right)$ and Assumptions P2-P5 hold, then

$$
F_{m}(X) \xrightarrow{P} F_{\infty}(X),
$$

and the misclassification error, $P\left(Y F_{m}(X) \leq 0\right) \rightarrow P\left[Y F_{\infty}(X) \leq 0\right]$, the Bayes risk.
Proof Identify $w(F)=E W(Y F(X))=E \widetilde{W}(F(X))$. Then,

$$
w^{\prime \prime}(F, h)=E h^{2}(X) \widetilde{W}^{\prime \prime}(F(X))=E \widetilde{W}^{\prime \prime}(F(X))
$$

and (P4) can be identified with condition GS1 of Theorem 1. Thus,

$$
E \widetilde{W}\left(F_{m}(X)\right) \rightarrow E \widetilde{W}\left(F_{\infty}(X)\right) .
$$

Since,

$$
E \widetilde{W}\left(F_{m}(X)\right)-E \widetilde{W}\left(F_{\infty}(X)\right)=E\left(\left(F_{\infty}-F_{m}\right)^{2} \int_{0}^{1} \widetilde{W}^{\prime \prime}\left((1-\lambda)(X) F_{\infty}(X)+\lambda F_{m}(X)\right) \lambda d \lambda\right) \rightarrow 0
$$

the conclusion of Theorem 2 follows from (P4). The second assertion is immediate.

## 3. Consistency of the Boosting Algorithm

In this section we study the Bayes consistency properties of the sample versions of the boosting algorithms we considered in Section 2. In particular, we shall
(i) Show that under mild additional conditions, there will exist a random sequence $m_{n} \rightarrow \infty$ such that $\hat{F}_{m_{n}} \xrightarrow{P} F_{\infty}$, where $\hat{F}_{m}$ is defined below as the $m$ th sample iterate, and moreover, that such a sequence can be determined using the data.
(ii) Comment on the relationship of this result to optimization for penalized versions of $W$. The difference is that the penalty forces $m<\infty$ to be optimal while with us, cross-validation (or a test bed sample) determines the stopping point. We shall see that the same dichotomy applies later, when we "boost" using the method of sieves for nonparametric regression studied by Barron, Birge and Massart (1999) and Baraud (2001).

### 3.1 The Golden Chain Argument

Here is a very general framework. This section is largely based on Bickel and Ritov (2003).
Let $\Theta_{1} \subset \Theta_{2} \subset \ldots$ be a sequence of sets contained in a separable metric space, $\Theta=\overline{\cup^{\prime}}{ }_{m}$ where ${ }^{-}$denotes closure. Let $\Pi_{m}: \Theta_{m} \rightarrow 2^{\Theta_{m+1}}$ be a sequence of point to set mappings. Let $K$ be a target function, and $\vartheta_{\infty}=\arg \min _{\vartheta \in \Theta} K(\vartheta)$. Finally, let $\hat{K}_{n}$ be a sample based approximation of $K$. We assume:

G1. $K: \Theta \rightarrow \mathbb{R}$ is strictly convex, with a unique $\operatorname{minimizer} \vartheta_{\infty}$.
Our result is applicable to loosely defined algorithms. In particular we want to be able to consider the result of the algorithm applied to the data as if it were generated by a random algorithm applied to the population. We need therefore, the following definitions. Let $\mathcal{S}\left(\vartheta_{0}, \alpha\right)$ be the set of all sequences $\bar{\vartheta}_{m} \in \Theta_{m}, m=0,1, \ldots$ with $\bar{\vartheta}_{0}=\vartheta_{0}$ and satisfying:

$$
\begin{aligned}
& \bar{\vartheta}_{m+1} \in \Pi_{m}\left(\bar{\vartheta}_{m}\right) \\
& K\left(\bar{\vartheta}_{m+1}\right) \leq \alpha \inf _{\vartheta \in \Pi_{m}\left(\bar{\vartheta}_{m}\right)} K(\vartheta)+(1-\alpha) K\left(\bar{\vartheta}_{m}\right) .
\end{aligned}
$$

The resemblance to Gauss-Southwell Algorithm I and the boosting procedures is not accidental. Suppose the following uniform convergence criterion is satisifed:

G2. If $\left\{\bar{\vartheta}_{m}\right\} \in \mathcal{S}\left(\vartheta_{0}, \alpha\right)$ with any initial $\vartheta_{0}$, then $K\left(\bar{\vartheta}_{m}\right)-K\left(\bar{\vartheta}_{m+1}\right) \geq \xi\left(K\left(\bar{\vartheta}_{m}\right)-K\left(\vartheta_{\infty}\right)\right)$, for $\xi(\cdot)>0$ strictly increasing, and $K\left(\bar{\vartheta}_{m}\right)-K\left(\vartheta_{\infty}\right) \leq c_{m}$ where $c_{m} \rightarrow 0$ uniformly over $\mathcal{S}\left(\vartheta_{0}, \alpha\right)$.

In boosting, given $P, \Theta=\{F(X), F \in \tilde{\mathcal{F}}\}$ with a metric of convergence in probability, $\Theta_{m}=$ $\left\{\sum_{j=1}^{m} \lambda_{j} h_{j}, h_{j} \in \mathcal{H}\right\}, \Pi_{m}(F)=\Pi(F)=\{F+\lambda h, \lambda \in \mathbb{R}, h \in \mathcal{H}\}$, and $K(F)=\mathrm{E} W(Y F(X))$. Condition G2, follows from the conclusion of Theorem 1.

Now suppose $\hat{K}_{n}(\cdot)$ is a sequence of random functions on $\Theta$, empirical entities that resemble the population $K$. Let $\hat{S}_{n}\left(\vartheta_{0}, \alpha^{\prime}\right)$ be the set of all sequences $\hat{\vartheta}_{0, n}, \hat{\vartheta}_{1, n} \ldots$, such that $\hat{\vartheta}_{0, n}=\vartheta_{0}$, and

$$
\begin{aligned}
& \hat{\vartheta}_{m+1, n} \in \Pi_{m}\left(\hat{\vartheta}_{m, n}\right) \\
& \hat{K}_{n}\left(\hat{\vartheta}_{m+1, n}\right) \leq \alpha^{\prime} \min \left\{\hat{K}_{n}(\vartheta): \vartheta \in \Pi_{m}\left(\hat{\vartheta}_{m, n}\right)\right\}+\left(1-\alpha^{\prime}\right) \hat{K}_{n}\left(\hat{\vartheta}_{m, n}\right) .
\end{aligned}
$$

We assume
G3. $\hat{K}_{n}$ is convex, and for all integer $m, \sup \left\{\left|\hat{K}_{n}(\vartheta)-K(\vartheta)\right|: \vartheta \in A_{m}\right\} \xrightarrow{\text { a.s. }} 0$ as $n \rightarrow \infty$, for a sequence $A_{m} \subset \Theta_{m}$ such that $P\left(\hat{\vartheta}_{m, n} \in A_{m}\right) \rightarrow 1$.

In boosting, $\hat{K}_{n}(F)=n^{-1} \sum_{i=1}^{n} W\left(Y_{i} F\left(X_{i}\right)\right), K(F)=E_{p}(Y F(X))$
The sequence $\left\{\bar{\vartheta}_{m}\right\}$ is the golden chain we try to follow using the obscure information in the sample.

We now state and prove,
Theorem 3 If assumptions G1-G3 hold, and $\alpha^{\prime} \in(0,1]$, then for any sequence $\left\{\hat{\vartheta}_{m, n}\right\} \in \hat{\mathcal{S}}\left(\vartheta_{0}, \alpha^{\prime}\right)$, there exists a subsequence $\left\{\hat{m}_{n}\right\}$ such that $K\left(\hat{\vartheta}_{\hat{m}_{n}, n}\right) \xrightarrow{\mathrm{p}} K\left(\vartheta_{\infty}\right)$.

## Proof

Fix $\vartheta_{0}$ and $\alpha, \alpha<\alpha^{\prime}$. Let $M_{n} \rightarrow \infty$ be some sequence, and let $\hat{m}_{n}=\arg \min _{m \leq M_{n}} K\left(\hat{\vartheta}_{m, n}\right)$. We need to prove that $K\left(\hat{\vartheta}_{\hat{m}_{n}, n}\right) \xrightarrow{\mathrm{p}} K\left(\vartheta_{\infty}\right)$. We will prove this by contradiction. Suppose otherwise:

$$
\begin{equation*}
\inf _{m \leq M_{n}} K\left(\hat{\vartheta}_{m, n}\right)-K\left(\vartheta_{\infty}\right) \geq c_{1}>0, \quad n \in \mathcal{N} \tag{3}
\end{equation*}
$$

where $\mathcal{N}$ is unbounded with positive probability. Let $\varepsilon_{m, n} \equiv \sup _{\vartheta \in A_{m}}\left|K(\vartheta)-\hat{K}_{n}(\vartheta)\right|$. For any fixed $m, \varepsilon_{m, n} \xrightarrow{\text { a.s. }} 0$ by G3. Let

$$
m_{n}=\arg \max \left\{m^{\prime} \leq M_{n}: \forall m \leq m^{\prime}, \varepsilon_{m-1, n}+2 \varepsilon_{m, n}<\left(\alpha^{\prime}-\alpha\right) \xi\left(c_{1}\right) \& \hat{\vartheta}_{m, n} \in A_{m}\right\}
$$

Clearly, $m_{n} \xrightarrow{\mathrm{p}} \infty$, and for any $m \leq m_{n}$, assuming (3):

$$
\begin{aligned}
& K\left(\hat{\vartheta}_{m, n}\right) \leq \hat{K}_{n}\left(\hat{\vartheta}_{m, n}\right)+\varepsilon_{m, n} \\
& \leq \alpha^{\prime} \inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} \hat{K}_{n}(\vartheta)+\left(1-\alpha^{\prime}\right) \hat{K}_{n}\left(\hat{\vartheta}_{m-1, n}\right)+\varepsilon_{m, n} \\
& \leq \alpha^{\prime} \inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} K(\vartheta)+\left(1-\alpha^{\prime}\right) K\left(\hat{\vartheta}_{m-1, n}\right)+\varepsilon_{m-1, n}+2 \varepsilon_{m, n} \\
& =\alpha \inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} K(\vartheta)+(1-\alpha) K\left(\hat{\vartheta}_{m-1, n}\right) \\
& -\left(\alpha^{\prime}-\alpha\right)\left(K\left(\hat{\vartheta}_{m-1, n}\right)-\inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} K(\vartheta)\right)+\varepsilon_{m-1, n}+2 \varepsilon_{m, n} \\
& \leq \alpha \inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} K(\vartheta)+(1-\alpha) K\left(\hat{\vartheta}_{m-1, n}\right) \\
& -\left(\alpha^{\prime}-\alpha\right) \xi\left(K\left(\hat{\vartheta}_{m, n}\right)-K\left(\vartheta_{\infty}\right)\right)+\varepsilon_{m-1, n}+2 \varepsilon_{m, n} \\
& \leq \alpha \inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} K(\vartheta)+(1-\alpha) K\left(\hat{\vartheta}_{m-1, n}\right) \\
& -\left(\alpha^{\prime}-\alpha\right) \xi\left(c_{1}\right)+\varepsilon_{m-1, n}+2 \varepsilon_{m, n} \\
& \leq \alpha \inf _{\vartheta \in \Pi_{m-1} \hat{\vartheta}_{m-1}} K(\vartheta)+(1-\alpha) K\left(\hat{\vartheta}_{m-1, n}\right) \text { for all } m \leq m_{n} .
\end{aligned}
$$

Thus, there is a sequence $\left\{\bar{\vartheta}_{1}^{(n)}, \bar{\vartheta}_{2}^{(n)}, \ldots\right\} \in \mathcal{S}\left(\vartheta_{0}, \alpha\right)$, such that $\bar{\vartheta}_{m}^{(n)}=\hat{\vartheta}_{m, n}, m \leq m_{n}$. Hence, by Assumption $\mathrm{G} 2, K\left(\vartheta_{m_{n}, n}\right) \leq K\left(\vartheta_{\infty}\right)+c_{m_{n}}$, where $\left\{c_{m}\right\}$ is independent of $n$, and $c_{m} \rightarrow 0$. Therefore, since $m_{n} \rightarrow \infty, K\left(\hat{\vartheta}_{m_{n}, n}\right) \rightarrow K\left(\vartheta_{\infty}\right)$, contradicting (3).

In fact we have proved that sequences $m_{n}$ can be chosen in the following way involving $K$.
Corollary 4 Let $M_{n}$ be any sequence tending to $\infty$. Let $\tilde{m}_{n}=\arg \min \left\{K\left(\hat{\vartheta}_{m, n}\right): 1 \leq m \leq M_{n}\right\}$. Then, under G1-G3, $\hat{\vartheta}_{\tilde{m}_{n}} \xrightarrow{P} \vartheta_{\infty}$.

To find $\hat{\vartheta}_{\hat{m}_{n}, n}$ which are totally determined by the data determining $\hat{K}_{n}$, we need to add some information about the speed of convergence of $\hat{K}_{n}$ to $K$ on the "sample" iterates. Specifically, suppose we can determine, in advance, $M_{n}^{*} \rightarrow \infty, \varepsilon_{n} \rightarrow 0$ such that,

$$
P\left[\sup \left\{\left|\hat{K}_{n}\left(\hat{\vartheta}_{m, n}\right)-K\left(\hat{\vartheta}_{m, n}\right)\right|: 1 \leq m \leq M_{n}^{*}\right\} \geq \varepsilon_{n}\right] \leq \varepsilon_{n}
$$

Then $\hat{m}_{n}=\arg \min \left\{\hat{K}_{n}\left(\hat{\vartheta}_{m, n}\right): 1 \leq m \leq M_{n}^{*}\right\}$ yields an appropriate $\hat{\vartheta}_{\hat{m}_{n}}$ sequence. We consider this in Section 4. Before that we return to the application of the result of this section to boosting.

### 3.2 Back to Boosting

We return to boosting, where we consider $\Theta_{m}=\left\{\sum_{j=1}^{m} \lambda_{j} h_{j}: \lambda_{j} \in \mathbb{R}, h_{j} \in \mathcal{H}\right\}$, and therefore $\Pi_{m} \equiv$ $\Pi, \Pi(\vartheta)=\{\vartheta+\lambda h, \lambda \in \mathbb{R}, h \in \mathcal{H}\}$. To simplify notation, for any function $a(X, Y)$, let $P_{n} a(X, Y)=$ $n^{-1} \sum_{i=1}^{n} a\left(X_{i}, Y_{i}\right)$ and $\operatorname{Pa}(X, Y)=E a(X, Y)$. Finally, we identify $\hat{\vartheta}_{m, n}=\sum_{j=1}^{m} \hat{\lambda}_{j} \hat{h}_{j}=\sum_{j=1}^{m} \hat{\lambda}_{j, n} \hat{h}_{j, n}$. We assume further

GA1. $W(\cdot)$ is of bounded variation on finite intervals.
GA2. $\mathscr{H}$ has finite $L_{1}$ bracketing entropy.
GA3. There are finite $a_{1}, a_{2}, \ldots$ such that $\sup _{n} \sum_{j=1}^{m}\left|\hat{\lambda}_{j, n}\right| \leq a_{m}$ with probability 1 .
Theorem 5 Suppose the conclusion of Theorem 1 and Conditions GA1-GA3 are satisfied, then conditions G2, G3 are satisfied.

Proof Condition G2 follows from Theorem 1. It remains to prove the uniform convergence in Condition G3. However, GA2 and GA3 imply that $\mathcal{F} \equiv\left\{F: F=\sum_{j=1}^{m} \lambda_{j} h_{j}, h_{j} \in \mathcal{H},\left|\lambda_{j}\right| \leq M\right\}$ has finite $L_{1}$ bracketing entropy. Since $W$ can be written as the difference of two monotone functions $\{W(Y F): F \in \mathcal{F}\}$ inherits this property. The result follows from Bickel and Millar (1991), Proposition 2.1.

## 4. Test Bed Stopping

Again we face the issue of data dependent and in some way optimal selection of $\hat{m}_{n}$. We claim that this can be achieved over a wide range of possible rates of convergence of $E W\left(\hat{F}_{\hat{m}_{n}}(Y X)\right)$ to $E W\left(F_{\infty}(Y X)\right)$ by using a test bed sample to pick the estimator. The following general result plays a key role.

Let $B=B_{n} \rightarrow \infty$, and let $(X, Y),\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n+B}, Y_{n+B}\right)$ be i.i.d. $P, X \in X,|Y| \leq 1$. Let $\hat{\vartheta}_{m}: X \rightarrow \mathbb{R}, 1 \leq m \leq m_{n}$ be data dependent functions which depend only on $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ which are predictors of $Y$. For $g, g_{1}, g_{2}: X \times \mathbb{R} \rightarrow \mathbb{R}$, given $P$, define

$$
\begin{aligned}
\left\langle g_{1}, g_{2}\right\rangle_{*} & \equiv \frac{1}{B_{n}} \sum_{b=1}^{B_{n}} g_{1}\left(X_{b+n}, Y_{b+n}\right) g_{2}\left(X_{b+n}, Y_{b+n}\right) \\
\left\langle g_{1}, g_{2}\right\rangle_{P} & \equiv P\left(g_{1}(X, Y) g_{2}(X, Y)\right)=\int g_{1}(x, y) g_{2}(x, y) d P(x, y) \\
\|g\|_{*}^{2} & \equiv\left\langle g_{1}, g_{2}\right\rangle_{*} \\
\|g\|_{P}^{2} & \equiv\left\langle g_{1}, g_{2}\right\rangle_{P}
\end{aligned}
$$

Let,

$$
\tau=\arg \min \left\{\left\|Y-\hat{\vartheta}_{m}(X)\right\|_{*}^{2}: 1 \leq m \leq M_{n}\right\}
$$

and $\hat{\vartheta}_{\tau}$ be the selected predictor. Similarly, let

$$
O=\arg \min \left\{\left\|Y-\hat{\vartheta}_{m}(X)\right\|_{P}^{2}: 1 \leq m \leq M_{n}\right\}
$$

and $\hat{\vartheta}_{O}$ be the corresponding predictor.
That is, $\hat{\vartheta}_{O}(X, Y)$ is the predictor an "oracle" knowing $P$ and $\left(X_{i}, Y_{i}\right), 1 \leq i \leq n$ would pick from $\hat{\vartheta}_{1}, \ldots, \hat{\vartheta}_{M_{n}}$ to minimize squared error loss. Let $\vartheta_{O}(X) \equiv E_{P}(Y \mid X)$, the Bayes predictor. Let $P$ be a set of probabilities and $r_{n} \equiv \sup \left\{E_{P}\left\|\hat{\vartheta}_{o}-\vartheta_{o}\right\|_{P}^{2}: P \in P\right\}$.

The following result is due to Györfi et al. (2002) (Theorem 7.1), although there it is stated in the form of an oracle inequality. We need the following condition:
C. $B_{n} r_{n} / \log M_{n} \rightarrow \infty$.

Theorem 6 (Györfi et al.) Suppose condition $\boldsymbol{C}$ is satisfied, and $|Y| \leq 1,\left\|\hat{\vartheta}_{m}\right\|_{\infty} \leq 1$. Then,

$$
\sup \left\{\left|E_{P}\left(Y-\hat{\vartheta}_{\tau}\right)^{2}-E_{P}\left(Y-\hat{\vartheta}_{o}\right)^{2}\right|: P \in \mathcal{P}\right\}=o\left(r_{n}\right)
$$

Condition C very simply asks that the test sample size $B_{n}$ be large only: (i) In terms of $r_{n}$, the minimax rate of convergence; (ii) In terms of the logarithm of the number of procedures being studied. If $|Y| \leq 1$, there is no loss in requiring $\left\|\hat{\vartheta}_{m}\right\|_{\infty} \leq 1$, since we could also replace $\hat{\vartheta}_{m}$ by its truncation at $\pm 1$, minimizing the $L_{2}$ cross validated test set risk. Along similar lines, using $\operatorname{sgn}\left(\hat{\vartheta}_{m}\right)$ is equivalent to cross validating the probability of misclassification for these rules, since if $\hat{\vartheta}_{m}, Y \in\{-1,1\}, E\left(Y-\hat{\vartheta}_{m}\right)^{2}=4 P\left(\hat{\vartheta}_{m} \neq Y\right)$.

As we shall see in Section 6, typically $r_{n}=n^{-1+\delta}$, and $M_{n}$ is at most polynomial in $n$. If $n / B_{n}$ is slowly varying, we can check that the conditions hold. Essentially we can only not deal with $r_{n}$ of order $n^{-1} \log n$.

## 5. Algorithmic Speed of Convergence

We consider now the time it takes the sample algorithm to convergence. The fact that the algorithm converges follows from Theorem 1. We show in this section that in fact the algorithm perfectly separates the data (perfect separation is achieved when $Y_{i} F_{m}\left(x_{i}\right)>0$ for all $i=1, \ldots, n$ ) after no more than $c_{1} n^{2}$ steps. Perfect separation is equivalent to empirical misclassification error 0 .

The randomness considered in this section comes only from the $Y_{i}$, while the design points are considered fixed. We denote them, therefore, by lower case $x_{1}, \ldots, x_{n}$. We consider the following assumptions:

O1. $W$ has regular growth in the sense that $W^{\prime \prime}<\kappa(W+1)$ for some $\kappa<\infty$. Assume, wlog, that $W(0)=-W^{\prime}(0)=1$.

O2. Suppose $x_{1}, \ldots, x_{n}$ are all different Then the points can be finitely isolated by $\mathcal{H}$ in the sense that there is $k$ and positive $\alpha_{1}, \ldots, \alpha_{k}$ such that for every $i$ there are $h_{1}, \ldots, h_{k} \in \mathcal{H}$ such that $\sum_{j=1}^{k} \alpha_{j} h_{j}\left(x_{s}\right)=1$ if $s=i$, and 0 otherwise. Assume further, as usual, that if $h \in \mathscr{H}$ then $h^{2} \equiv 1$ and $-h \in \mathcal{H}$.

Condition O1 is satisfied by all the loss functions mentioned in the introduction. Condition O2 is satisfied, for example by stumps, trees, and any $\mathscr{H}$ whose span includes indicators of small sets with arbitrary location. In particular, if $x_{i} \in \mathbb{R}, x_{1}<x_{2}<\cdots<x_{n}$, and $\mathcal{H}=\{\operatorname{sgn}(\cdot-x), x \in \mathbb{R}\}$, we can then take $\alpha_{1}=\alpha_{2}=1, h_{1}(\cdot)=\operatorname{sgn}\left(\cdot-\left(x_{i-1}+x_{i}\right) / 2\right)$, and $h_{2}(\cdot)=-\operatorname{sgn}\left(\cdot-\left(x_{i}+x_{i+1}\right) / 2\right)$

Theorem 7 Suppose assumptions O 1 and O 2 are satisfied and the algorithm starts with $F_{0}(0)=0$. If $Y_{i} F_{m}\left(x_{i}\right)<0$ for at least one $i$, then

$$
\frac{1}{n} \sum_{i=1}^{n} W\left(Y_{i} F_{m}\left(x_{i}\right)\right)-\frac{1}{n} \sum_{i=1}^{n} W\left(Y_{i} F_{m+1}\left(x_{i}\right)\right) \geq \frac{1}{2 \kappa\left(n \sum_{j=1}^{k} \alpha_{j}\right)^{2}} .
$$

Hence, the boosting algorithm perfectly separates the data after at most $2 \kappa\left(n \sum_{j=1}^{k}\left|\alpha_{j}\right|\right)^{2}$ steps.
Proof Let, for $i$ such that $Y_{i} F_{m}\left(x_{i}\right)<0$,

$$
f_{m}(\lambda ; h)=n^{-1} \sum_{s=1}^{n} W\left(Y_{i}\left(F_{m}\left(x_{s}\right)+\lambda h\left(x_{s}\right)\right)\right)
$$

and $f_{m}^{\prime}(0 ; h)=d f_{m}(\lambda ; h) /\left.d \lambda\right|_{\lambda=0}$. Consider $h_{1}, \ldots, h_{k}$ as in assumption O2. Replace $h_{j}$ by $-h_{j}$ if necessary to ensure that $Y_{i} \sum_{j=1}^{k} \alpha_{j} h_{j}\left(x_{s}\right)=\delta_{s i}$. Then

$$
\begin{aligned}
\sum_{j=1}^{k} \alpha_{j} f_{m}^{\prime}\left(0 ; h_{j}\right) & =n^{-1} \sum_{j=1}^{k} \alpha_{j} \sum_{s=1}^{n} W^{\prime}\left(Y_{i} F_{m}\left(x_{s}\right)\right) Y_{i} h_{j}\left(x_{s}\right) \\
& =n^{-1} W^{\prime}\left(Y_{i} F_{m}\left(x_{i}\right)\right) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\inf _{h \in \mathscr{H}} f_{m}^{\prime}(0 ; h) \leq \frac{1}{n \sum_{j=1}^{k} \alpha_{j}} \min _{i} W^{\prime}\left(Y_{i} F_{m}\left(x_{i}\right)\right) \leq \frac{W^{\prime}(0)}{n \sum_{j=1}^{k} \alpha_{j}}=\frac{-1}{n \sum_{j=1}^{k} \alpha_{j}}, \tag{4}
\end{equation*}
$$

since $Y_{i} F_{m}\left(x_{i}\right)<0$ for at least one $i$.
Let $\bar{h}$ be the minimizer of $f_{m}^{\prime}(0, h)$. Note that in particular $f_{m}^{\prime}(0 ; \bar{h})<0$. The function $f_{m}(\cdot ; \bar{h})$ is convex, hence it is decreasing in some neighborhood of 0 . Denote by $\bar{\lambda}$ its minimizer. Consider the Taylor expansion:

$$
\begin{aligned}
f_{m}(\bar{\lambda} ; \bar{h}) & =f_{m}(0 ; \bar{h})+\bar{\lambda} f_{m}^{\prime}(0 ; \bar{h})+\frac{\bar{\lambda}^{2}}{2 n} \sum_{s=1}^{n} W^{\prime \prime}\left(Y_{i}\left(F_{m}\left(x_{s}\right)+\tilde{\lambda}(\lambda) \bar{h}\left(x_{s}\right)\right)\right) \\
& =f_{m}(0 ; \bar{h})+\inf _{\lambda}\left\{\lambda f_{m}^{\prime}(0 ; \bar{h})+\frac{\lambda^{2}}{2 n} \sum_{s=1}^{n} W^{\prime \prime}\left(Y_{i}\left(F_{m}\left(x_{s}\right)+\widetilde{\lambda}(\lambda) \bar{h}\left(x_{s}\right)\right)\right)\right\}
\end{aligned}
$$

where $\tilde{\lambda}(\lambda)$ lies between 0 and $\bar{\lambda}$. By condition 01 ,

$$
\begin{align*}
& \inf _{\lambda}\left\{\lambda f_{m}^{\prime}(0 ; \bar{h})+\frac{\lambda^{2}}{2 n} \sum_{s=1}^{n} W^{\prime \prime}\left(Y_{i}\left(F_{m}\left(x_{s}\right)+\tilde{\lambda}(\lambda) \bar{h}\left(x_{s}\right)\right)\right)\right\} \\
& \leq \inf _{\lambda}\left\{\lambda f_{m}^{\prime}(0 ; \bar{h})+\frac{\lambda^{2} \kappa}{4 n} \sum_{s=1}^{n} W\left(Y_{i}\left(F_{m}\left(x_{s}\right)+\tilde{\lambda}(\lambda) \bar{h}\left(x_{s}\right)\right)\right)+\frac{\lambda^{2} \kappa}{4}\right\}  \tag{5}\\
& \leq \inf _{\lambda}\left\{\lambda f_{m}^{\prime}(0 ; \bar{h})+\frac{\lambda^{2} \kappa}{2}\right\}
\end{align*}
$$

because $\frac{1}{n} \sum_{s=1}^{n} W\left(Y_{i}\left(F_{m}\left(x_{s}\right)+\tilde{\lambda}(\lambda) \bar{h}\left(x_{s}\right)\right) \leq \frac{1}{n} \sum_{s=1}^{n} W\left(Y_{i} F_{m}\left(x_{s}\right)\right) \leq W(0)=1\right.$ since $\bar{\lambda}$ minimizes $f_{m}(\lambda ; \bar{h})$ on $[0, \bar{\lambda}], \widetilde{\lambda}$ is an intermediate point, and $F_{0} \equiv 0$. Combining (4) and (5) and the minimizing property of $\bar{h}$,

$$
\begin{aligned}
f_{m}(\bar{\lambda} ; \bar{h}) & \leq f_{m}(0 ; \bar{h})-\frac{\left(f_{m}^{\prime}(0 ; \bar{h})\right)^{2}}{2 \kappa} \\
& \leq f_{m}(0 ; \bar{h})-\frac{1}{2 \kappa\left(n \sum_{j=1}^{k} \alpha_{j}\right)^{2}} .
\end{aligned}
$$

The second statement of the theorem follows because the initial value of $n^{-1} \sum_{i=1}^{n} W\left(Y_{i} F_{0}\left(x_{i}\right)\right)$ is 1 , and the value would fall below 0 after at most $m=2 \kappa\left(n \sum_{j=1}^{k} \alpha_{j}\right)^{2}$ steps in which at least one observation is not classified correctly. Since the value is necessarily positive, we conclude that all observations would be classified correctly before the $m$ th step.

## 6. Achieving Rates with Sieve Boosting

We propose a regularization of $L_{2}$ boosting which we view as being in the spirit of the original proposal, but, unlike it, can be shown for, suitable $\mathcal{H}$, to achieve minimax rates for estimation of $E(Y \mid X)$ under quadratic loss for $\mathcal{P}$ for which $E(Y \mid X)$ is assumed to belong to a compact set of functions such as a ball in Besov space if $X \in \mathbb{R}$ or to appropriate such subsets of spaces of smooth functions in $X \in \mathbb{R}^{d}$-see, for example, the classes $\mathcal{F}$ of Györfi et al. (2003). In fact, they are adaptive in the sense of Donoho et al (1995) for scales of such spaces. We note that Bühlmann and Yu (2003) have introduced a version of $L_{2}$ boosting which achieves minimax rates for Sobolev classes on $\mathbb{R}$ adaptively already. However, their construction is in a different spirit than that of most boosting papers. They start out with $\mathcal{H}$ consisting of one extremely smooth and complex function and show that boosting reduces bias (roughness of the function) while necessarily increasing variance. Early stopping is still necessary and they show it can achieve minimax rates.

It follows, using a result of Yang (1999) that our rule is adaptive minimax for classification loss for some of the classes we have mentioned as well. Unfortunately, as pointed out by Tsybakov (2001), the sets $\left\{x:\left|F_{B}(x)\right| \leq \varepsilon\right\}$ can behave very badly as $\varepsilon \downarrow 0$, no matter how smooth $F_{B}$, the misclassification Bayes rule, is, so that these results are not as indicative as we would like them to be. In a recent paper, Bartlett, Jordan, and McAuliffe (2003) considered minimization of the $W$ empirical risk $n^{-1} \sum_{i=1}^{n} W\left(Y_{i} F\left(X_{i}\right)\right)$, for fairly general convex $W$, over sets of the form $\mathcal{F}=$ $\left\{F=\sum_{j=1}^{m} \alpha_{j} h_{j}, h_{j} \in \mathscr{H}, \sum_{j=1}^{m}\left|\alpha_{j}\right| \leq \alpha_{n}\right.$, (for some representation of $F$ ) $\}$. They obtained oracle inequalities relating $E W(Y \hat{F}(X))$ for $\hat{F}_{j}$ the empirical minimizer over $\mathcal{F}_{j}$ to the empirical $W$ risk minimum. They then proceeded to show using conditions related to Tsybakov's (A1) above how to relate the misclassification regret of $\hat{\mathcal{F}}_{j}$, given by $\left\langle P\left[Y \hat{F}_{j}(X)<0\right]-P\left[Y F_{B}(X)<0\right]\right\rangle$ to $\left\langle E_{p} W\left(Y \hat{F}_{j}\right)-\right.$ $\left.E_{p} W\left(Y F_{B}^{*}\right)\right\rangle$, the $W$ regret where $F_{B}^{*}$ is the Bayes rule for $W$. Using these results (Theorems 3 and 10) they were able to establish oracle inequalities for $\hat{F}_{j}$ under misclassification loss. Manor, Meir, and Zhang (2004) considered the same problem, but focused their analysis mainly on $L_{2}$ boosting. They obtained an oracle inequality similar to that of Bartlett et al. regularizing by permitting step sizes which are only a fraction $\beta<1$ of the step size declared optimal by Gauss-Southwell. They went further by obtaining near minimax results on suitable sets.

We also limit our results to $L_{2}$ boosting, although we believe this limitation is primarily due to the lack of minimax theorems for prediction when other losses than $L_{2}$ are considered. We use yet a different regularization method in what follows. We show in Theorem 8 our variant of $L_{2}$ boosting achieves minimax rates for estimating $E(Y \mid X)$ in a wide class of situations. Boosting up to a simple data-determined cutoff in each sieve level of a model, and then cross-validating to choose between sieve levels, we can obtain results equivalent to those in which full optimization using penalties are used, such as Theorem 2.1 of Baraud (2000) and results of Baron, Birgé, Massart (1999). Then, in Theorem 9, we show, using inequalities related to ones of Tsybakov (2001), Zhang (2004) and Bartlett et al. (2003), that the rules we propose are also minimax for $0-1$ loss in suitable spaces.

### 6.1 The Rule

Our regularization requires that $\mathscr{H} \equiv \mathcal{H}^{(\infty)}=\overline{\bigcup_{m \geq 1} \mathcal{H}^{(m)}}$ where $\mathcal{H}^{(m)}$ are finite sets with certain properties. For instance, if $\mathscr{H}$ consists of the stumps in $[0,1], \mathcal{H}=\left\{F_{y}(\cdot): F_{y}(x)=\operatorname{sgn}(x-y), x, y \in\right.$ $[0,1]\}$ we can take $\mathcal{H}^{(m)}=\left\{F_{y}(\cdot): y\right.$ a dyadic number of order $\left.k, y=\frac{j}{2^{k}}, 0 \leq j \leq 2^{k}\right\}$. Essentially, we construct a sieve approximating $\mathcal{H}$. Let $\mathcal{F}^{(m)}$ be the linear span of $\mathcal{H}^{(m)}$. Evidently $\mathcal{F}=$ $\overline{\cup_{m \geq 1} \mathcal{F}^{(m)}}$. Let $\left|\mathcal{H}^{(m)}\right| \equiv D_{m}$. Then, $\operatorname{dim}\left(\mathcal{F}^{(m)}\right)=D_{m}$. We now describe our proposed regularization of $L_{2}$ boosting.

We use the following notation of Section 4, and begin with a glossary and conditions. Let $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right),(X, Y)$ i.i.d. with

$$
\begin{aligned}
(X, Y) & \sim P \ll \mu, \quad P \in P, \quad \mathbf{X} \equiv\left(X_{1}, \ldots, X_{n}\right), \mathbf{Y} \equiv\left(Y_{1}, \ldots, Y_{n}\right) . \\
Y & \in\{-1,1\} \\
\|f\|_{\mu}^{2} & \equiv \int f^{2} d \mu \\
\|f\|_{n}^{2} & \equiv \frac{1}{n} \sum_{i=1}^{n} f^{2}\left(X_{i}, Y_{i}\right) \\
\|f\|_{\infty} & =\sup _{x, y}|f(x, y)| \\
F_{P}(X) & \equiv E_{P}(Y \mid X) \\
\hat{F}_{m}(X) & =\arg \min \left\{\|t(X)-Y\|_{n}^{2}: t \in \mathcal{F}^{(m)}\right\} \\
F_{m}(X) & =\arg \min \left\{\|t(X)-Y\|_{P}^{2}: t \in \mathcal{F}^{(m)}\right\} \\
E_{\mathbf{X}} & \equiv \operatorname{Conditional} \operatorname{expectation~given~} X_{1}, \ldots, X_{n}
\end{aligned}
$$

Note that we will often suppress $\mathbf{X}, \mathbf{Y}$ in $v(\mathbf{X}, \mathbf{Y}, X, Y)$ and drop subscript to $P$.
Let $\hat{F}_{m, k}$, the $k$ th iterate in $\mathcal{F}_{m}$, be defined as follows

$$
\begin{aligned}
\hat{F}_{1,0} & \equiv F_{0} \\
\hat{F}_{m+1,0} & =\hat{F}_{m, \hat{k}(m)} \\
\hat{F}_{m, k+1} & =\hat{F}_{m, k}+\hat{\lambda}_{m, k} \hat{h}_{m, k m}
\end{aligned}
$$

where

$$
\begin{aligned}
\left(\hat{\lambda}_{m, k}, \hat{h}_{m, k}\right) & \equiv \underset{\lambda \in \mathbb{R}, h \in \mathcal{H}(m)}{\arg \min }\left\{-2 \lambda P_{n}\left(Y-\hat{F}_{m, k}\right) h+\lambda^{2} P_{n}\left(h^{2}\right)\right\} \\
\hat{k}(m) & =\text { First } k \text { such that } \hat{\lambda}_{m, k}^{2} \leq \Delta_{m, n},
\end{aligned}
$$

where $\Delta_{m, n}$ are constants. Let

$$
\tilde{F}_{m}=H\left(\hat{F}_{m, \hat{k}(m)}\right)
$$

where

$$
H(x)= \begin{cases}x & \text { if }|x| \leq 1  \tag{6}\\ \operatorname{sgn}(x) & \text { if }|x|>1\end{cases}
$$

Note that we have suppressed dependence on $n$ here, indicating it only by the "hats". Let,

$$
\hat{m}=\arg \min \left\{\left\|Y-\widetilde{F}_{m}(x)\right\|_{*}: m \leq M_{n}\right\}
$$

where

$$
\|f\|_{*}^{2}=\frac{1}{B} \sum_{i=n+1}^{n+B} f^{2}\left(X_{i}, Y_{i}\right), \text { and we take } B=B_{n}=\frac{n}{\log n} .
$$

The rule we propose is: $\hat{\delta}=\operatorname{sgn}(\hat{\hat{F}})$, where

$$
\begin{equation*}
\hat{\hat{F}} \equiv H\left(F_{\hat{m}, \hat{k}(\hat{m})}\right) . \tag{7}
\end{equation*}
$$

Note: We show at the end of the Appendix (Proof of Lemma 10) that for wavelet $\mathscr{H}$ we take at most $C n \log n$ steps total in this algorithm.

### 6.2 Conditions and Results

We use $C$ as a generic constant throughout, possibly changing from line to line but not depending on $m, n$, or $P$. Lemma 6.3 and the condition we give are essentially due to Baraud (2001). Let $\mu$ be a sigma finite measure on $\mathscr{H}$ and $\|f\|_{\mu}$ be the $L_{2}(\mu)$ norm.

R1. If $\mathcal{H}^{(m)}=\left\{h_{m, 1}, \ldots, h_{m, D_{m}}\right\}$ and $f_{m, j} \equiv h_{m, j} /\left\|h_{m, j}\right\|_{\mu}$, then $\left\{f_{m, j}\right\}, j \geq 1$ is an orthonormal basis of $\mathcal{F}^{(m)}$ in $L_{2}(\mu)$ such that:
(i) $\left\|f_{m, j}\right\|_{\infty} \leq C_{\infty} D_{m}^{\frac{1}{2}}$ for all $j$, where $\|f\|_{\infty}=\sup _{x}|f(x)|$.
(ii) There exists an $L$ such that for all $m, j, j^{\prime}$,

$$
f_{m, j} f_{m, j^{\prime}}=0 \text { if }\left|j-j^{\prime}\right| \geq L
$$

R2. There exists $\varepsilon=\varepsilon(P)>0$ such that, $\varepsilon \leq \frac{d P}{d \mu} \leq \varepsilon^{-1}$ for all $P \in P$.
R3. $\sup _{P \in \mathcal{P}}\left\|F_{P}-F_{m}\right\|_{P}^{2} \leq C D_{m}^{-\beta}$ for all $m, \beta>1$.
R4. $M_{n} \leq D_{M_{n}} \leq \frac{n}{(\log n))^{p}}$ for some $p>1$.
Condition R1 is needed to conclude that we can bound the behavior of the $L_{\infty}$ norm on $\mathcal{F}^{(m)}$ by that of the $L_{2}$ norm for $\mu$. Condition R2 simply ensures that we can do so for $P \in P$ as well. The members $f_{m, j}$ of the basis of $\mathcal{F}^{(m)}$ must have compact support. It is well known that if $\mathcal{H}_{m}$ consists of scaled wavelets (in any dimension) then R1 holds. Clearly, if say $\mu$ is Lebesgue measure on an hypercube then to satisfy R2 $\mathcal{P}$ can consist only of densities bounded from above and away from 0 . Condition R3 gives the minimum approximation error incurred by using an estimate $F$ based
on $\mathcal{F}^{(m)}$, and thus limits our choice of $\mathcal{H}$. Finally, R4 links the oracle error for these sequences of procedures to the number of candidate procedures.

Let

$$
r_{n}(P)=\inf \left\{E_{P}\left\|\hat{F}_{m}-F_{P}\right\|_{P}^{2}: 1 \leq m \leq M_{n}\right\}, \quad r_{n} \equiv \sup _{P \in \mathscr{P}} r_{n}(P) .
$$

Thus, $r_{n}$ is the minimax regret for an oracle knowing $P$ but restricted to $\hat{F}_{m}$. We use the notation $a_{n} \asymp b_{n}$ for a shortcut for $a_{n}=O\left(b_{n}\right)$ and $b_{n}=O\left(a_{n}\right)$, We have

Theorem 8 Suppose that $\mathcal{P}$ and $\mathcal{F}$ satisfy R1-R4 and that $\mathcal{H}$ is a VC class. If $\Delta_{m, n}=O\left(D_{m} / n\right)$, then,

$$
\begin{equation*}
\sup _{P} E_{P}\left\|\hat{\hat{F}}(X)-F_{P}(X)\right\|_{P}^{2} \asymp r_{n} . \tag{8}
\end{equation*}
$$

Thus, $\hat{\hat{F}}$ given by (7) is rate minimax.
Theorem 9 Suppose the assumptions of Theorem 8 hold and $T_{0}=P \cap\left\{P: P\left(\left|F_{P}(X)\right| \leq t\right) \leq c t^{\alpha}\right\}$, $\alpha \geq 0$. Let $\Delta_{n}(F, P)$ be the Bayes classification regret for $P$,

$$
\begin{equation*}
\Delta_{n}(F, P) \equiv P(Y F(X)<0)-P\left(Y F_{P}(X)<0\right) . \tag{9}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\sup _{P_{0}} \Delta_{n}(\hat{F}, P) \asymp r_{n}^{\frac{\alpha+1}{\alpha+2}} . \tag{10}
\end{equation*}
$$

The condition $P\left[\left|F_{P}(x)\right| \leq t\right] \leq c t^{\alpha}$, some $\alpha \geq 0, t$ sufficiently small appears in Proposition 1 of Tsybakov (2001) as sufficient for his condition (A1) which is studied by both Bartlett et al. (2003) and Mammen and Tsybakov (1999).

The proof of Theorem 9 uses 2 lemmas of interest which we now state. Their proofs are in the Appendix.

We study the algorithm on $\mathcal{F}_{m}$. For any positive definite matrix $\Sigma$ define the condition number $\gamma(\Sigma) \equiv \frac{\lambda_{\max }(\Sigma)}{\lambda_{\min }(\Sigma)}$, where $\lambda_{\max }, \lambda_{\min }$ are the largest and smallest eigenvalues of $\Sigma$. Let $G_{m}(P)=$ $\left\|E_{p} f_{m, i}(X) f_{m, j}(X)\right\|$ be the $D_{m} \times D_{m}$ Gram matrix of the basis $\left\{f_{m, 1}, \ldots, f_{m, D_{m}}\right\}$.

Lemma 10 Under R1 and R2,
a) $\gamma\left(G_{m}(P)\right) \leq \varepsilon^{-2}$, where $\varepsilon$ is as in R 2 .
b) Let $G_{m}\left(P_{n}\right)$ be the empirical Gram matrix $\hat{\gamma}_{m} \equiv \gamma\left(G_{m}\left(P_{n}\right)\right)$. Then, if in addition to R 1 and R2, $\mathcal{H}$ is a VC class, $P\left[\gamma\left(\hat{G}_{m}\right) \geq C_{1}\right] \leq C_{2} \exp \left\{-C_{3} n / L^{2} D_{m}\right\}$ for all $m \leq M_{n}$ for such that $D_{m} \leq n /(\log n)^{p}$ for $p>1$.
c) If $\mathcal{H}$ is a VC class, $P\left[\left\|\hat{F}_{m, \hat{k}(m)}-\hat{F}_{m}\right\|_{k} \leq C \frac{D_{m}}{n}\right]=1-O\left(\frac{1}{n}\right)$ The $C$ and 0 terms are determed solely by the constants appearing in the $R$ conditions.

Lemma 11 Suppose R1, R2, and R4 hold. Then,

$$
E_{P}\left(\widetilde{F}_{m}-F_{P}\right)^{2} \leq C\left\{E_{P}\left(F_{m}-F_{P}\right)^{2}+\frac{D_{m}}{n}+E_{P}\left(\tilde{F}_{m}-\hat{F}_{m}\right)^{2}\right\} .
$$

This "oracle inequality" is key for what follows.

## Proof of Theorem 9

$$
P(Y F(x)<0)=\frac{1}{2} E_{P}\left(1(F(X)>0)\left(1-F_{P}(X)\right)\right)+\frac{1}{2} E_{P}\left(1(F(X)<0)\left(1+F_{P}(X)\right)\right) .
$$

Hence for all $\varepsilon>0$,

$$
\begin{aligned}
\Delta_{n}(F, P) & =E_{P}\left(1\left(F(X)<0, F_{P}(X)>0\right) F_{P}(X)-1\left(F(X)>0, F_{P}(X)<0\right) F_{P}(X)\right) \\
& =E_{P}\left(\left|F_{P}(X)\right| 1\left(F_{P}(X) F(X)<0\right)\right) \\
& \leq E_{P}\left(\left|F(X)-F_{P}(X)\right| 1\left(F_{P} F(X)<0,\left|F_{P}(X)\right|>\varepsilon\right)\right)+\varepsilon P\left(\left|F_{P}(X)\right| \leq \varepsilon\right) \\
& \leq \frac{1}{\varepsilon} E_{P}\left(F(X)-F_{P}(X)\right)^{2}+c \varepsilon^{\alpha+1}
\end{aligned}
$$

by assumption. The theorem follows.

### 6.3 Discussion

1) If $X \in \mathbb{R}$ and $\mathcal{H}^{(m)}$ consists of stumps with the discontinuity at a dyadic rational $j / 2^{m}$, then $\mathcal{F}^{(m)}$ is the linear space of Haar wavelets of order $m$. This is also true if $\mathcal{H}_{m}$ is the space of differences of two such dyadic stumps. More generally, if $\mathscr{H}$ consists of suitably scaled wavelets, so that $|h| \leq 1$, based on the dyadic rationals of order $m$, them $\mathcal{F}^{(m)}$ is the linear space spanned by the first $2^{m}$ elements of the wavelet series. A slight extension of results of Baraud (2001) yields that if we run the algorithm to the limit $k=\infty$ for each $m$ rather than stopping as we indicate, the resulting $\hat{F}_{m}$ obey the oracle inequality of Lemma 11 with $\Delta_{m, n}=0$.
Suppose that $X \in \mathbb{R}$ and $F_{\infty}$ ranges over a ball in an approximation space such as Sobolev or, more generally, Besov. Then, if $\mathcal{F}^{(m)}$ has the appropriate approximation properties, e.g., wavelets as smooth as the functions in the specified space, it follows from Baraud (2001) that we can use penalties not dependent on the data to pick $\hat{F}_{\hat{m}}$ such that,

$$
\begin{aligned}
\max _{\hat{F}} E_{P}\left(\hat{F}_{\hat{m}}(X)-E_{P}(Y \mid X)\right)^{2} & \asymp \min _{\hat{F}} \max \left\{E_{P}\left(\hat{F}(X)-E_{P}(Y \mid X)\right)^{2}: E_{P}(Y \mid X) \in \mathcal{F}\right\} \\
& \asymp n^{-1+\varepsilon} \Omega(n)
\end{aligned}
$$

where $\Omega(n)$ is slowly varying and $0<\varepsilon<1$. Here $\hat{F}$ ranges over all estimators based only on the data and not on $P$. The same type of result has been established for more specialized models with $X \in \mathbb{R}^{d}$ by Baron, Birgé, Massart (1999), and others, see Györfi et al. (2003).
The resulting minimax risk,

$$
\min _{\hat{F}} \max \left\{E_{P}\left(\hat{F}(X)-E_{P}(Y \mid X)\right)^{2}: E_{P}(Y \mid X) \in \mathcal{F}\right\}
$$

is always of order $n^{-1+\varepsilon} \Omega(n)$ where $\Omega(n)$ is typically constant and $0<\varepsilon<1$.
What we show in Theorem 8 is that if, rather than optimizing all the way for each $m$, we stop in a natural fashion and cross validate as we have indicated, then we can achieve the optimal order as well.
2) "Stumps" unfortunately do not satisfy condition R1 with $\mu$ Lebesgue measure. Their Gram matrices are too close to being singular. But differences of stumps work.
3) It follows from the results of Yang (1999) that the rate of Theorem 9 for $\alpha=0$, that is, if $\mathcal{P}_{0}=\mathscr{P}$, is best possible for Sobolev balls and the other spaces we have mentioned.
Tsybakov implicitly defines a class of $F_{P}$ for which he is able to specify classification minimax rates. Specifically let $X \in[0,1]^{d}$ and let $b\left(x_{1}, \ldots, x_{d-1}\right)$ be a function having continuous partial derivatives up to order $\ell$. Let $p_{b, x}(\cdot)$ be the Taylor polynomial or order $\ell$ obtained from expanding $b$ at $x$. Then, he defines $\Sigma(l, L)$ to be the class of all such $b$ for which, $\left|b(y)-p_{b, x}(y)\right| \leq L|y-x|^{\ell}$ for all $x, y \in[0,1]^{d-1}$. Evidently if $b$ has bounded partial derivatives of order $\ell+1, b \in \Sigma(\ell, L)$, for some $L$. Now let

$$
\begin{aligned}
\mathcal{P}_{\ell}= & \left\{P: F_{P}(x)=x_{d}-b\left(x_{1}, \ldots, x_{d-1}\right),\right. \\
& \left.P\left[\left|F_{P}(x)\right| \leq t\right] \leq C t, \text { for all } 0 \leq t \leq 1, b \in \Sigma(\ell, L)\right\}
\end{aligned}
$$

Tsybakov following Mammen and Tsybakov (1999) shows that the classification minimax regret for $\mathcal{P}$ (Theorem 2 of Tsybakov (2001) for $K=2$ ) is $\frac{2 \ell}{3 \ell+(d-1)}$. On the other hand, if we assume that $Y=F_{P}(x)+\varepsilon$ where $\varepsilon$ is independent of $X$, bounded and $E(\varepsilon)=0$, then the $L_{2}$ minimax regret rate is $2 \ell /(2 \ell+(d-1))$ - see Birgé and Massart (1999) Sections 4.1.1 and Theorem 9. Our theorem 9 now yields a classification minimax regret rate of

$$
\frac{2}{3} \cdot \frac{2 \ell}{2 \ell+(d-1)}=\frac{2 \ell}{3 \ell+\frac{3}{2}(d-1)}
$$

which is slightly worse than what can be achieved using Tsybakov's not as readily computable procedures. However, note that as $\ell \rightarrow \infty$ so that $F_{P}$ and the boundary become arbitrarily smooth, $L_{2}$ boosting approaches the best possible rate for $\mathcal{P}_{\ell}$ of $\frac{2}{3}$. Similar remarks can be made about $0<\alpha \leq 1$.

## 7. Conclusions

In this paper we presented different mathematical aspects of boosting. We consider the observations as an i.i.d. sample from a population (i.e., a distribution). The boosting algorithm is a Gauss-Southwell minimization of a classification loss function (which typically dominates the 0-1 misclassification loss). We show that the output of the boosting algorithm follows the theoretical path as if it were applied to the true distribution of the population. Since early stopping is possible as argued, the algorithm, supplied with an appropriate stopping rule, is consistent.

However, there are no simple rate results other than those of Bühlmann and Yu (2003), which we discuss, for the convergence of the boosting classifier to the Bayes classifier. We showed that rate results can be obtained when the boosting algorithm is modified to a cautious version, in which at each step the boosting is done only over a small set of permitted directions.
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## Appendix A. Proof of Theorem 1:

Let $w_{0}=\inf _{f \in \mathcal{F}_{\infty}} w(f)$. Let $f_{k}^{*}=\sum_{m} \alpha_{k m} h_{k m}, h_{k, m} \in \mathcal{H}, \sum_{m}\left|\alpha_{k m}\right|<\infty, k=0,1,2, \ldots$ be any member of $\mathcal{F}_{\infty}$ such that (i) $f_{0}^{*}=f_{0}$; (ii) $w\left(f_{k}^{*}\right) \searrow w_{0}$ is strictly decreasing sequence; (iii) The following condition is satisfied:

$$
\begin{equation*}
w\left(f_{k}^{*}\right) \geq \alpha w_{0}+(1-\alpha) w\left(f_{k-1}^{*}\right)+(1-\alpha)\left(v_{k-1}-v_{k}\right) \tag{11}
\end{equation*}
$$

where $v_{k} \searrow 0$ is a strictly decreasing real sequence. The construction of the sequence $\left\{f_{k}^{*}\right\}$ is possible since, by assumption, $\mathcal{F}_{\infty}$ is dense in the image of $w(\cdot)$. That is, we can start with the sequence $\left\{w\left(f_{k}^{*}\right)\right\}$, and then look for suitable $\left\{f_{k}^{*}\right\}$. Here is a possible construction. Let $c$ and $\eta$ be suitable small number. Let $\gamma=(1-\alpha)(1+2 \eta) /(1-\eta), v_{k}=c \eta \gamma^{k} /(1-\gamma)$. Select now $f_{k}^{*}$ such $w_{0}+c(1-\eta) \gamma^{k} \leq w\left(f_{k}^{*}\right) \leq w_{0}+c(1+\eta) \gamma^{k}$. ( $\eta$ should be small enough such that $\gamma<1$ and $c$ should selected such that $w\left(f_{1}^{*}\right)<w\left(f_{0}\right)$.) Our argument rests on the following,

Lemma 12 There is a sequence $m_{k} \rightarrow \infty$ such that $w\left(f_{m}\right) \leq w\left(f_{k}^{*}\right)+v_{k}$ for $m \geq m_{k}, k=1,2, \ldots$, and $m_{k} \leq \zeta_{k}\left(m_{k-1}\right)<\infty$, where $\zeta_{k}(\cdot)$ is a monotone non-decreasing functions which depends only on the sequences $\left\{v_{k}\right\}$ and $\left\{f_{k}^{*}\right\}$.

## Proof of Lemma 12:

We will use the following notation. For $f \in \mathcal{F}_{\infty}$ let $\|f\|_{*}=\inf \left\{\sum\left|\gamma_{i}\right|, f=\sum \gamma_{i} h_{i}, h_{i} \in \mathcal{H}\right\}$.
Recall that by definition $w\left(f_{0}\right)=w\left(f_{0}^{*}\right)$. Our argument proceeds as follows, We will inductively define $m_{k}$ satisfying the conclusion of the lemma, and make, if $\varepsilon_{k, m} \equiv w\left(f_{m}\right)-w\left(f_{k}^{*}\right)$,

$$
\begin{equation*}
\varepsilon_{k, m} \leq c_{k, m} \equiv \max \left\{v_{k}, \frac{\sqrt{512} B}{\alpha^{2} \beta_{k}} \frac{w\left(f_{k-1}^{*}\right)-w_{0}}{\left(\log \left(1+\frac{8\left(w\left(f_{k-1}^{*}\right)-w_{0}\right)}{\alpha \beta_{k}\left(\tau_{k}+\rho_{k} m_{k-1}\right)}\left(m-m_{k-1}+1\right)\right)\right)^{1 / 2}}\right\} \tag{12}
\end{equation*}
$$

where

$$
\begin{align*}
\beta_{k} & =\inf \left\{w^{\prime \prime}(f ; h): w_{0}+v_{k} \leq w(f) \leq w\left(f_{0}\right), h \in \mathscr{H}\right\}  \tag{13}\\
B & =\sup \left\{w^{\prime \prime}(f ; h): w(f) \leq w\left(f_{o}\right), h \in \mathcal{H}\right\}<\infty
\end{align*}
$$

and

$$
\begin{align*}
\tau_{k} & =2\left\|f_{0}-f_{k}^{*}\right\|_{*}^{2} \\
\rho_{k} & =\frac{16}{\alpha \beta_{k}}\left(w\left(f_{0}\right)-w_{0}\right) \tag{14}
\end{align*}
$$

Having defined $m_{k}$ we establish (12) as part of our induction hypothesis for $m_{k-1}<m \leq m_{k}$. We begin by choosing $m=m_{1}=1$ so that (12) holds for $m=M-1=1$. We do do this by choosing $v_{0}>0$, sufficiently small. Having established the induction for $m \leq m_{k-1}$ we define $m_{k}$ as follows. Write now the RHS of (12) as $g\left(m_{k-1}\right)$, where

$$
g(v) \equiv \max \left\{v_{k}, \frac{\sqrt{512} B}{\alpha^{2} \beta_{k}} \frac{w\left(f_{k-1}^{*}\right)-w_{0}}{\left(\log \left(1+\frac{8\left(w\left(f_{k-1}^{*}\right)-w_{0}\right)}{\alpha \beta_{k}\left(\tau_{k}+\rho_{k} v\right.}(m-v+1)\right)\right)^{1 / 2}}\right\}
$$

We can now pick $\zeta_{k}(v) \equiv \max \left\{v+1, \min \left\{m: g(v) \leq v_{k}\right\}\right\}$, and define $m_{k}=\zeta_{k}\left(v_{k-1}\right)$.
Note that $\left\{\beta_{k}\right\},\left\{\tau_{k}\right\},\left\{\rho_{k}\right\}$, and $B$ depend only the sequences $\left\{f_{k}^{*}\right\}$ and $\left\{\mathrm{v}_{k}\right\}$. We now proceed to establish (12). for $m_{k-1}<m \leq m_{k}$. Note first that since $\varepsilon_{k, m}$ as a function of $m$ is non-increasing, (12) holds trivially for $m^{\prime}>m$ if $\varepsilon_{k, m} \leq 0$. By induction (12) holds for $m \leq m_{k-1}$, and my hold for some $m>m k-1$. Recall that the definition of the algorithm relates the actual gain at the $m$ th to the maximal gain achieved in this step given the previous steps, see its definition (1). Suppose

$$
\begin{equation*}
\inf _{\lambda} w\left(f_{m}+\lambda h_{m}\right) \leq w_{0}+v_{k} \tag{15}
\end{equation*}
$$

Then

$$
\begin{aligned}
w\left(f_{m+1}\right) & \leq \alpha \inf _{\lambda} w\left(f_{m}+\lambda h_{m}\right)+(1-\alpha) w\left(f_{m}\right), \quad \text { by }(1) \\
& \leq \alpha\left(w_{0}+v_{k}\right)+(1-\alpha) w\left(f_{m}\right), \quad \text { by }(15) \\
& \leq \alpha\left(w_{0}+v_{k}\right)+(1-\alpha)\left(w\left(f_{k-1}^{*}\right)+v_{k-1}\right), \quad \text { by the outer induction, since } m \geq m_{k-1} \\
& \leq \alpha\left(w_{0}+v_{k}\right)+\left(w\left(f_{k}^{*}\right)-\alpha w_{0}+(1-\alpha) v_{k}\right), \quad \text { by }(11) \\
& =w\left(f_{k}^{*}\right)+v_{k},
\end{aligned}
$$

so that $\varepsilon_{k, m+1} \leq v_{k}$. Therefore, $m_{k}^{\prime}$ is not larger than $m+1$, that is $\varepsilon_{k, m^{\prime}} \leq v_{k}$ for $m^{\prime}>m$ then (12) holds trivially for $m^{\prime}>m$, and hence, by the second induction assumption for all $m$. We have established (12) save for $m$ such that,

$$
\begin{equation*}
\inf _{\lambda} w\left(f_{m}+\lambda h_{m}\right)>w_{0}+v_{k} \text { and } \varepsilon_{k, m} \geq 0 \tag{16}
\end{equation*}
$$

We now deal with this case.
Note first that by convexity,

$$
\begin{equation*}
\left|w^{\prime}\left(f_{m} ; f_{m}-f_{k}^{*}\right)\right| \geq w\left(f_{m}\right)-w\left(f_{k}^{*}\right) \equiv \varepsilon_{k, m} . \tag{17}
\end{equation*}
$$

We obtain from (17) and the linearity of the derivative that, if $f_{m}-f_{k}^{*}=\sum \gamma_{i} \widetilde{h}_{i} \in \mathcal{F}_{\infty}$,

$$
\varepsilon_{k, m} \leq\left|\sum-\gamma_{i} w^{\prime}\left(f_{m} ; \tilde{h}_{i}\right)\right| \leq \sup _{h \in \mathscr{H}}\left|w^{\prime}\left(f_{m} ; h\right)\right| \sum\left|\gamma_{i}\right| .
$$

Hence

$$
\begin{equation*}
\sup _{h \in \mathscr{H}}\left|w^{\prime}\left(f_{m} ; h\right)\right| \geq \frac{\varepsilon_{k, m}}{\left\|f_{m}-f_{k}^{*}\right\|_{*}} \tag{18}
\end{equation*}
$$

Now, if $f_{m+1}=f_{m}+\lambda_{m} h_{m}$ then,

$$
\begin{equation*}
w\left(f_{m}+\lambda_{m} h_{m}\right)=w\left(f_{m}\right)+\lambda_{m} w^{\prime}\left(f_{m} ; h_{m}\right)+\frac{1}{2} \lambda_{m}^{2} w^{\prime \prime}\left(\tilde{f}_{m} ; h_{m}\right), \quad \lambda \in\left[0, \lambda_{m}\right] . \tag{19}
\end{equation*}
$$

where $\tilde{f}_{m}=f_{m}+\tilde{\lambda}_{m} h_{m}$ and $0 \leq \tilde{\lambda}_{m} \leq \lambda_{m}$. By convexity, for $0 \leq \lambda \leq \lambda_{m}$,

$$
w\left(f_{m}+\lambda h_{m}\right)=w\left(f_{m}\left(1-\frac{\lambda}{\lambda_{m}}\right)+\frac{\lambda}{\lambda_{m}} f_{m+1}\right) \leq \max \left\{w\left(f_{m}\right), w\left(f_{m+1}\right)\right\}=w\left(f_{m}\right) \leq w\left(f_{1}\right) .
$$

We obtain from Assumption GS1 that $w^{\prime \prime}\left(\tilde{f}_{m} ; h\right) \in\left(\beta_{k}, B\right)$ given in (13). But then we conclude from (19) that,

$$
\begin{align*}
w\left(f_{m}+\lambda_{m} h_{m}\right) & \geq w\left(f_{m}\right)+\inf _{\lambda \in \mathbb{R}}\left(\lambda w^{\prime}\left(f_{m} ; h_{m}\right)+\frac{1}{2} \lambda^{2} \beta_{k}\right) \\
& =w\left(f_{m}\right)-\frac{\left|w^{\prime}\left(f_{m} ; h_{m}\right)\right|^{2}}{2 \beta_{k}} . \tag{20}
\end{align*}
$$

Note that $w\left(f_{m}+\lambda h\right)=w\left(f_{m}\right)+\lambda w^{\prime}\left(f_{m}, h\right)+\lambda^{2} w^{\prime \prime}\left(f_{m}+\lambda^{\prime} h, h\right) / 2$ for some $\lambda^{\prime} \in[0, \lambda]$, and if $w\left(f_{m}+\right.$ $\lambda h)$ is close to $\inf _{\lambda, h} w\left(f_{m}+\lambda, h\right)$ then by convexity, $w\left(f_{m}+\lambda^{\prime} h\right) \leq w\left(f_{m}\right) \leq w\left(f_{0}\right)$. We obtain from the upper bound on $w^{\prime \prime}$ we obtain:

$$
\begin{align*}
w\left(f_{m}+\lambda_{m} h_{m}\right) & \leq \alpha \inf _{\lambda \in \mathbb{R}, h \in \mathcal{H}} w\left(f_{m}+\lambda h\right)+(1-\alpha) w\left(f_{m}\right), \quad \text { by definition } \\
& \leq \alpha \inf _{\lambda \in \mathbb{R}, h \in \mathcal{H}}\left(w\left(f_{m}\right)+\lambda w^{\prime}\left(f_{m} ; h\right)+\frac{1}{2} \lambda^{2} B\right)+(1-\alpha) w\left(f_{m}\right)  \tag{21}\\
& =w\left(f_{m}\right)-\frac{\alpha \sup _{h \in \mathcal{H}}\left|w^{\prime}\left(f_{m} ; h\right)\right|^{2}}{2 B}
\end{align*}
$$

by minimizing over $\lambda$. Hence combining (20) and (21) we obtain,

$$
\begin{equation*}
\left|w^{\prime}\left(f_{m} ; h_{m}\right)\right| \geq \alpha \sup _{h \in \mathscr{H}}\left|w^{\prime}\left(f_{m} ; h\right)\right| \sqrt{\frac{\beta_{k}}{B}} \tag{22}
\end{equation*}
$$

By (21) for the LHS and convexity for the RHS:

$$
\frac{\alpha \sup _{h \in \mathcal{H}}\left|w^{\prime}\left(f_{m} ; h\right)\right|^{2}}{2 B} \leq w\left(f_{m}\right)-w\left(f_{m+1}\right) \leq-\lambda_{m} w^{\prime}\left(f_{m} ; h_{m}\right)
$$

Hence

$$
\left|\lambda_{m}\right| \geq \frac{\alpha \sup _{h \in \mathcal{H}}\left|w^{\prime}\left(f_{m} ; h\right)\right|}{2 B}
$$

Applying (18) we obtain:

$$
\begin{equation*}
\left|\lambda_{m}\right| \geq \frac{\alpha}{2 B} \frac{\varepsilon_{k, m}}{l_{k, m}} \tag{23}
\end{equation*}
$$

where $l_{k . m} \equiv\left\|f_{m}-f_{k}^{*}\right\|_{*}$.
Let $\lambda_{m}^{0}$ be the minimal point of $w\left(f_{m}+\lambda h_{m}\right)$. Taylor expansion around that point and using the lower bound on the curvature:

$$
\begin{equation*}
w\left(f_{m}+\lambda h_{m}\right) \geq w\left(f_{m}+\lambda_{m}^{0} h_{m}\right)+\frac{1}{2} \beta_{k}\left(\lambda-\lambda_{m}^{0}\right)^{2} \tag{24}
\end{equation*}
$$

Hence

$$
\begin{align*}
\lambda_{m}^{0^{2}} & \leq \frac{2}{\beta_{k}}\left(w\left(f_{m}\right)-w\left(f_{m}+\lambda_{m}^{0} h_{m}\right)\right) \\
& \leq \frac{2}{\alpha \beta_{k}}\left(w\left(f_{m}\right)-w\left(f_{m+1}\right)\right) \tag{25}
\end{align*}
$$

where the RHS follows (1). Similarly

$$
\begin{align*}
\left(\lambda_{m}-\lambda_{m}^{0}\right)^{2} & \leq \frac{2}{\beta_{k}}\left(w\left(f_{m+1}\right)-w\left(f_{m}+\lambda_{m}^{0} h_{m}\right)\right) \\
& \leq \frac{2(1-\alpha)}{\alpha \beta_{k}}\left(w\left(f_{m}\right)-w\left(f_{m+1}\right)\right) \tag{26}
\end{align*}
$$

Combining (25) and (26):

$$
\begin{equation*}
\lambda_{m}^{2} \leq \frac{8}{\alpha \beta_{k}}\left(w\left(f_{m}\right)-w\left(f_{m+1}\right)\right) . \tag{27}
\end{equation*}
$$

Since $\varepsilon_{k, m} \geq 0$ by assumption (16), we conclude from (27) that,

$$
\begin{equation*}
\sum_{i=m_{k-1}}^{m} \lambda_{i}^{2} \leq \frac{8}{\alpha \beta_{k}}\left(w\left(f_{k-1}^{*}\right)-w_{0}\right) . \tag{28}
\end{equation*}
$$

However, by definition,

$$
\begin{align*}
l_{k, m+1} & \leq l_{k, m}+\left|\lambda_{m}\right| \\
& \leq l_{k}+\sum_{i=m_{k-1}}^{m}\left|\lambda_{i}\right|  \tag{29}\\
& \leq l_{k}+\left(m+1-m_{k-1}\right)^{1 / 2}\left(\sum_{i=m_{k-1}}^{m} \lambda_{i}^{2}\right)^{1 / 2}
\end{align*}
$$

by Cauchy-Schwarz, where, similarly,

$$
\begin{align*}
l_{k}=l_{k, m_{k-1}} & =\left\|f_{m_{k-1}}-f_{k}^{*}\right\|_{*} \\
& \leq\left\|f_{0}-f_{k}^{*}\right\|_{*}+\left\|f_{m_{k-1}}-f_{0}\right\|_{*} \\
& \leq\left\|f_{0}-f_{k}^{*}\right\|_{*}+\sum_{m=0}^{m_{k-1}-1}\left|\lambda_{m}\right| \\
& \leq\left\|f_{0}-f_{k}^{*}\right\|_{*}+m_{k-1}^{1 / 2} \sqrt{\sum_{m=0}^{m_{k-1}-1} \lambda_{m}^{2}}  \tag{30}\\
& \leq\left\|f_{0}-f_{k}^{*}\right\|_{*}+\sqrt{\frac{8 m_{k-1}}{\alpha \beta_{k}}} \sqrt{w\left(f_{0}\right)-w\left(f_{m_{k-1}}\right)}, \quad \text { by (27) } \\
& \leq\left\|f_{0}-f_{k}^{*}\right\|_{*}+\sqrt{\frac{8 m_{k-1}}{\alpha \beta_{k}}} \sqrt{w\left(f_{0}\right)-w_{0}} \\
& \leq \sqrt{\tau_{k}+\rho_{k} m_{k-1}}, \quad \text { as defined in }(14) .
\end{align*}
$$

Together, (23), (28), and (29) yield:

$$
\begin{align*}
\frac{8}{\alpha \beta_{k}}\left(w\left(f_{k-1}^{*}\right)-w_{0}\right) & \geq \sum_{i=m_{k-1}}^{m} \lambda_{i}^{2} \\
& \geq \frac{\alpha^{2}}{4 B^{2}} \sum_{i=m_{k-1}}^{m} \frac{\varepsilon_{k, i}^{2}}{l_{k, i}^{2}}  \tag{31}\\
& \geq \frac{\alpha^{2}}{4 B^{2}} \sum_{i=m_{k-1}}^{m} \frac{\varepsilon_{k, i}^{2}}{\left(l_{k}+\left(8\left(w\left(f_{k-1}^{*}\right)-w_{0}\right) / \alpha \beta_{k}\right)^{1 / 2}\left(i-m_{k-1}\right)^{1 / 2}\right)^{2}}
\end{align*}
$$

Further, since $\varepsilon_{k, m}$ are decreasing by construction and positive by assumption (16), we can simplify the sum on the RHS of (31):

$$
\begin{align*}
& \sum_{i=m_{k-1}}^{m} \frac{\varepsilon_{k, i}^{2}}{\left(l_{k}+\left(8\left(w\left(f_{k-1}^{*}\right)-w_{0}\right) / \alpha \beta_{k}\right)^{1 / 2}\left(i-m_{k-1}\right)^{1 / 2}\right)^{2}}  \tag{32}\\
& \geq \frac{\varepsilon_{k, m}^{2}}{2} \sum_{i=0}^{m-m_{k-1}} \frac{1}{l_{k}^{2}+8 i\left(w\left(f_{k-1}^{*}\right)-w_{0}\right) / \alpha \beta_{k}} .
\end{align*}
$$

Using the inequality,

$$
\sum_{i=0}^{m-m_{k-1}} \frac{1}{a+b i} \geq \int_{0}^{m-m_{k-1}+1} \frac{1}{a+b t} d t=\frac{1}{b} \log \left(1+\frac{b}{a}\left(m-m_{k-1}+1\right)\right)
$$

on the RHS of (32), we obtain from (31) and (32) that (12) holds, for the case (16). This establishes (16) for all $k$ and $m$.

Proof of Theorem 1: Since the lemma established the existence of monotone $\zeta_{k}$ 's, it followed from the definition of these function that $w\left(f_{m}\right) \leq w\left(f_{k(m)}^{*}\right)$ where $k(m)=\sup \left\{k: \zeta^{(k)}\left(f_{0}^{*}\right) \leq m\right\}$ and $\zeta^{(k)}=\zeta_{k} \circ \cdots \circ \zeta_{1}$ is the $k$ th iterate of the $\zeta_{s .}$. Since $\zeta^{(k)}\left(f_{0}^{*}\right)<\infty$ for all $k$, we have established the uniform rate of convergence and can define the sequence $\left\{c_{m}\right\}$, where $c_{m}=w\left(f_{k(m)}^{*}\right)-w_{0}$.

We now prove the uniform step improvement claim of the theorem and identify a suitable function $\xi(\cdot)$. From (26) and (23) if $\varepsilon_{k, m} \geq 0$

$$
\begin{equation*}
w\left(f_{m}\right)-w\left(f_{m+1}\right) \geq \frac{\alpha \beta_{k}}{2} \lambda_{m}^{2} \geq \frac{\alpha \beta_{k}}{2}\left(\frac{\alpha}{2 B} \frac{\varepsilon_{k, m}}{l_{k, m}}\right)^{2} \tag{33}
\end{equation*}
$$

Bound $l_{k, m}$ similarly to (30) by

$$
\begin{equation*}
l_{k, m} \leq l_{k, 1}+m^{1 / 2}\left(\sum_{i=1}^{m} \lambda_{i}^{2}\right)^{2} \leq l_{k, 1}+\sqrt{\frac{8 m}{\alpha \beta_{k}}\left(w\left(f_{0}\right)-w_{0}\right)} . \tag{34}
\end{equation*}
$$

Let $m^{*}(v)=\inf \left\{m^{\prime}: c_{m^{\prime}} \leq v-w_{0}\right\}$, which is well defined since $c_{m} \rightarrow 0$. Thus, any realization of the algorithm will cross the $v$ line on or before step number $m^{*}(v)$. In particular, $m \leq m^{*}\left(w\left(f_{m}\right)\right)$ for
any $m$ and any realization of the algorithm. We obtain therefore by plugging-in (34) in (33), using the $m^{*}$ as a bound on $m$ and the identity $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$ that:

$$
w\left(f_{m}\right)-w\left(f_{m+1}\right) \geq \frac{\alpha^{3} \beta_{k}}{16 B^{2}} \frac{w\left(f_{m}\right)-w\left(f_{k}^{*}\right)}{l_{k, 1}^{2}+8 m^{*}\left(w\left(f_{m}\right)\right)\left(w\left(f_{0}\right)-w_{o}\right) / \alpha \beta_{k}},
$$

as long as $\varepsilon_{k, m} \geq 0$. Taking the maximum of the RHS over the permitted range, yields a candidate for the $\xi$ function:

$$
\xi(w) \equiv \sup _{k: w\left(f_{k}^{*}\right) \leq w}\left\{\frac{\alpha^{3} \beta_{k}}{16 B^{2}} \frac{w-w\left(f_{k}^{*}\right)}{l_{k, 1}^{2}+m^{*}(w)\left(w\left(f_{0}\right)-w_{o}\right) / \alpha \beta_{k}}\right\} .
$$

This proves the theorem under GS1. Under GS2, the only inequality which we need to replace is (20) since now $\beta_{k}=0$ is possible. However the definition of Algorithm 2 ensures that we have a coefficient of at least $\gamma$ on $\lambda^{2}$ in (20). The theorem is proved.

## Appendix B. Proof of Lemmas 10 and 11 and Theorem 8

Proof of Lemma 10 Since by (R2)

$$
\begin{align*}
& \lambda_{\max }\left(G_{m}(P)\right)=\sup _{\|x\|=1} x^{\prime} G_{m}(P) x \\
&=\sup _{\|x\|=1} \sum \sum x_{i} x_{j} \int f_{m, i} f_{m, d} d P \\
&=\sup _{\|x\|=1} \int\left(\sum x_{i} f_{m, i}\right)^{2} d P  \tag{35}\\
& \leq \varepsilon^{-1} \sup _{\|x\|=1} \int\left(\sum x_{i} f_{m, i}\right)^{2} d \mu=\varepsilon^{-1} \\
& \lambda_{\max }\left(G_{m}(P)\right) \geq \varepsilon, \quad \text { similarly. }
\end{align*}
$$

Part a) follows.
For any symmetric matrix $M$ define its operator norm $\|\cdot\|_{T}$ by $\lambda_{\max }(M)$. For simplicity let $G_{m}=G_{m}(P)$ and $\hat{G}_{m}=G_{m}\left(P_{n}\right)$. Recall that for any symmetric matrices $A$ and and $M$ :

$$
\begin{aligned}
\left|\lambda_{\max }(A)-\lambda_{\max }(M)\right| & \leq\|A-M\|_{T} \\
\left|\lambda_{\min }(A)-\lambda_{\min }(M)\right| & \leq\|A-M\|_{T} .
\end{aligned}
$$

Now,

$$
\begin{align*}
& P\left[\left|\frac{\lambda_{\max }\left(\hat{G}_{m}\right)}{\lambda_{\min }\left(\hat{G}_{m}\right)}-\frac{\lambda_{\max }\left(G_{m}\right)}{\lambda_{\min }\left(G_{m}\right)}\right| \geq t\right)  \tag{36}\\
& \quad \leq P\left(\left\|\hat{G}_{m}-G_{m}\right\|_{T}>\frac{\varepsilon}{2}\right)+P\left(\left\|\hat{G}_{m}-G_{m}\right\|_{T} \geq t /\left(\frac{1}{\varepsilon}+\frac{2}{\varepsilon^{3}}\right)\right)
\end{align*}
$$

Recall that for a banded matrix $M$ of with band of width $2 L$,

$$
\begin{aligned}
\|M\|_{T}^{2} & =\sup _{\|x\|=1}\|M x\|^{2} \\
& =\sup _{\|x\|=1} \sum_{a}\left(\sum_{b} M_{a b} x_{b}\right)^{2} \\
& \leq \sup _{\|x\|=1} \sum_{a} \sum_{|b-a|<L} x_{b}^{2} M_{\infty}^{2} \\
& \leq 2 L M_{\infty}^{2} \sup _{\|x\|=1} \sum_{a} x_{a}^{2}=2 L M_{\infty}^{2},
\end{aligned}
$$

where $\|M\|_{\infty} \equiv \max _{a, b}\left|M_{a b}\right|$. Since both $\hat{G}_{m}$ and $G_{m}(P)$ are banded of width $d$, say,

$$
\begin{equation*}
\left\|\hat{G}_{m}-G_{m}\right\|_{T} \leq 2 L \max \left\{\left\lvert\, \frac{1}{n} \sum_{i=1}^{n}\left(f_{m, a} f_{m, b}\right)\left(X_{i}\right)-E_{P} f_{m, a} f_{m, b}\left(X_{i}\right)\right.\right)|:|a-b|<L\} \tag{37}
\end{equation*}
$$

If $\mathcal{H}$ is a VC class, we can conclude from (35)-(37) that,

$$
\begin{equation*}
P\left[\gamma\left(\hat{G}_{m}\right) \geq C_{1}\right] \leq C_{2} \exp \left\{-C_{3} n / L^{2} D_{m}\right\} \tag{38}
\end{equation*}
$$

since by R1 (i), $\left\|f_{m}\right\|_{\infty} \leq C_{\infty} D_{m}^{\frac{1}{2}}$. The constants $\varepsilon, C_{1}, C_{2}$ and $C_{3}$ depend on the constants of the R conditions only. This is a consequence of Theorem 2.14.16 p. 246 of van der Vaart and Wellner (1996). This complete the proof of part b).

By a standard result for the Gauss-Southwell method, Luenberger (1984), page 229:

$$
\begin{equation*}
\left\|\hat{F}_{m, k+1}-\hat{F}_{m}\right\|_{n}^{2} \leq\left(1-\frac{1}{\hat{\gamma}_{m} D_{m}}\right)\left\|\hat{F}_{m, k}-\hat{F}_{m}\right\|_{n}^{2} \tag{39}
\end{equation*}
$$

Hence

$$
\left\|\hat{F}_{m, k}-\hat{F}_{m}\right\|_{n}^{2}-\left\|\hat{F}_{m, k+1}-\hat{F}_{m}\right\|_{n}^{2} \geq \frac{1}{\hat{\gamma}_{m} D_{m}}\left\|\hat{F}_{m, k}-\hat{F}_{m}\right\|_{n}^{2}
$$

Thus, if

$$
\frac{1}{n} \geq\left\|\hat{F}_{m, k}-\hat{F}_{m}\right\|_{n}^{2}-\left\|\hat{F}_{m, k+1}-\hat{F}_{m}\right\|_{n}^{2}
$$

we obtain

$$
\begin{equation*}
\left\|\hat{F}_{m, k}-\hat{F}_{m}\right\|_{n}^{2} \leq D_{m} \hat{\gamma}_{m} / n \tag{40}
\end{equation*}
$$

¿From (40) part (c) follows.

Note: Since

$$
\left\|\hat{F}_{m, k-1}-\hat{F}_{m}\right\|_{n}^{2}-\left\|\hat{F}_{m, k}-\hat{F}_{m}\right\|_{n}^{2} \geq \frac{C}{n}
$$

(39) implies that

$$
\left(1-\frac{1}{\hat{\gamma}_{m} D_{m}}\right)^{\hat{k}(m)} \geq \frac{1}{n} .
$$

Therefore:

$$
\hat{k}(m) \leq \log n \hat{\gamma}_{m} D_{m} .
$$

If, for instance, as with wavelets $D_{m}=2^{m}, m \leq \log _{2} n$ we take at most $C n \log n$ steps total.

## Lemma 13 :

If $E_{\mathbf{x}}$ denotes conditional expectation give $n X_{1}, \ldots, X_{n}$, under R 1 and $F \equiv F_{p}$,

$$
\begin{equation*}
E_{\mathbf{x}}\left\|\hat{F}_{m}-F_{m}\right\|_{n}^{2} \leq C\left(\frac{D_{m}}{n}+\left\|F_{m}-F\right\|_{P}^{2}\right) \tag{41}
\end{equation*}
$$

This is a standard type of result - see Barron, Birgé, Massart (1999). We include the proof for completeness. Note that,

$$
\left\|\hat{F}_{m}(X)-Y\right\|_{n}^{2}=\frac{1}{n} \mathbf{Y}^{T}(I-P) \mathbf{Y}
$$

where $\mathbf{Y} \equiv\left(Y_{1}, \ldots, Y_{n}\right)^{T}$ and $P$ is the projection matrix of dimension $D_{m}$ onto the $L$ space spanned by $\left(h_{j}\left(X_{1}\right), \ldots, h_{j}\left(X_{n}\right)\right), 1 \leq j \leq D_{m}$. Then, $(I-P) v=0$ for all $v \in L$. Hence,

$$
E_{\mathbf{X}}\left\|\hat{F}_{m}(X)-Y\right\|_{n}^{2}=\frac{1}{n} E_{\mathbf{X}}\left(\mathbf{Y}-\mathbf{F}_{m}(\mathbf{X})\right)^{T}(I-P)\left(\mathbf{Y}-\mathbf{F}_{m}(\mathbf{X})\right)
$$

where $\mathbf{F}_{m}(\mathbf{X})=\left(F_{m}\left(X_{1}\right), \ldots, F_{m}\left(X_{n}\right)\right)^{T}$ is the projection of $\left(F\left(X_{1}\right), \ldots, F\left(X_{n}\right)\right)^{T}$ onto L. Note also that,

$$
\left\|\hat{F}_{m}-F_{m}\right\|_{n}^{2}=\left\|\mathbf{Y}-\mathbf{F}_{m}(\mathbf{X})\right\|_{n}^{2}-\left\|\mathbf{Y}-\hat{\mathbf{F}}_{m}(\mathbf{X})\right\|_{n}^{2}
$$

where $\hat{\mathbf{F}}(X)=\left(\hat{F}_{m}\left(X_{1}\right), \ldots, \hat{F}_{m}\left(X_{n}\right)\right)^{T}$. Hence,

$$
\begin{aligned}
E_{\mathbf{X}}\left\|\hat{F}_{m}-F_{m}\right\|_{n}^{2}= & \frac{1}{n} E_{\mathbf{X}}\left(\mathbf{Y}-\mathbf{F}_{m}(X)\right)^{T} P\left(\mathbf{Y}-\mathbf{F}_{m}(\mathbf{X})\right) \\
= & \frac{1}{n} E_{\mathbf{X}}(\mathbf{Y}-\mathbf{F}(\mathbf{X}))^{T} P(\mathbf{Y}-\mathbf{F}(\mathbf{X}))+\frac{2}{n} E_{\mathbf{X}}\left(\mathbf{F}_{m}-\mathbf{F}\right)^{T} P\left(\mathbf{Y}-\mathbf{F}_{m}(\mathbf{X})\right) \\
= & \frac{1}{n} E_{\mathbf{X}} \operatorname{trace}[P(\mathbf{Y}-\mathbf{F}(\mathbf{X}))(\mathbf{Y}-\mathbf{F}(\mathbf{X}))] \\
& +\frac{2}{n} E_{\mathbf{X}}\left(\mathbf{F}_{m}-\mathbf{F}\right)^{T} P\left(\mathbf{F}_{m}-\mathbf{F}\right)(\mathbf{X})
\end{aligned}
$$

But

$$
\left.E_{\mathbf{X}} \operatorname{trace}[P(\mathbf{Y}-\mathbf{F}(\mathbf{X})))(\mathbf{Y}-\mathbf{F}(\mathbf{X}))^{T}\right]=\frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left(Y_{i} \mid X_{i}\right) p_{i i}(X) \leq \max _{i} \operatorname{Var}\left(Y_{i} \mid X_{i}\right) \frac{D_{m}}{n}
$$

since

$$
\sum_{i=1}^{n} p_{i i}(X)=\operatorname{trace} P=D_{m}
$$

Also, since $P$ is a projection matrix

$$
\left(\mathbf{F}_{m}-\mathbf{F}\right)^{T} P\left(\mathbf{F}_{m}-\mathbf{F}\right)(\mathbf{X}) \leq\left\|F_{m}-F\right\|_{n}^{2}
$$

and (41) follows.

## Proof of Lemma 11:

Take $\Delta_{m, n}=0$. Let $\tilde{\rho}_{m}=\sup \left\{\frac{\|t(X)\|_{P}}{\|t(X)\|_{n}}: t \in \mathcal{F}_{m}\right\}$. By Proposition 5.2 of Baraud (2001), if $\rho_{0}>h_{0}^{-1}$,

$$
P\left[\tilde{\rho}_{m}>\rho_{0}\right] \leq D_{m}^{2} \exp \left\{-\frac{\left(h_{0}-\rho_{0}^{-1}\right)^{2}}{4 h_{1}} c_{n} \log n\right\}
$$

where $c_{n}=\frac{n}{C D_{m} \log n}$. Here $h_{0}, h_{1} C$ are generic constants. Baraud gives a proof for the case $\operatorname{Var}(Y \mid X)=$ constant, but this is immaterial since only functions of $\underset{\sim}{X}$ are involved in $\tilde{\rho_{m}}$. Therefore,

$$
\begin{align*}
& E_{P}\left(\hat{F}_{m}-F_{P}\right)^{2} 1\left(\rho_{m} \leq \rho_{0}\right) \\
\leq & 2 \rho_{0}^{2} E_{P}\left\{E_{n}\left(\hat{F}_{m}-F_{m}\right)^{2}+E_{n}\left(F_{m}-F_{P}\right)^{2}\right\} \\
\leq & C\left(\frac{D_{m}}{n}+\left\|F_{m}-F_{P}\right\|^{2}\right) \tag{42}
\end{align*}
$$

On the other hand,

$$
\begin{gather*}
E_{P}\left(\hat{F}_{m}-F_{P}\right)^{2} 1\left(\rho_{m}>\rho_{0}\right) \leq 2 P\left[\rho_{m}>\rho_{0}\right] \\
=C D_{m}^{2} \exp \left\{-A C_{n} \log n\right\} \tag{43}
\end{gather*}
$$

Combining (42) and (43) we obtain Lemma 11 for $\Delta_{m, n}=0, \hat{F}_{m}=\widetilde{F}_{m}$. Putting in $\widetilde{F}_{m}$ we add a term $C E_{P}\left(\hat{F}_{m}-\widetilde{F}_{m}\right)^{2}$. We now apply Lemma 10 c$)$ and the argument we used to obtain (42) and (43).

Proof of Theorem 8: Note that we are limited to rates of convergence which are slower than $n^{-\frac{1}{2}}$. This comes from the combination of R1(i) and bounding the operator by the $l_{\infty}$ norm of the Gram matrix. It is not clear how either of these conditions can be relaxed.

We need only check that if the $\left\{\widetilde{F}_{m}\right\}$ are the $\theta_{m}$ of Theorem 6 then the conditions of that theorem are satisfied. By construction, $\left\|\widetilde{F}_{m}\right\|_{\infty} \leq 1, B_{n}=\frac{n}{\log n}$. By Lemma 11 and (R3),

$$
\begin{equation*}
r_{n} \leq C_{1} \frac{D_{m}}{n}+C_{2} D_{m}^{-B} \tag{44}
\end{equation*}
$$

and the right hand side of (44) is bounded by $n^{-\left(\frac{\beta}{\beta+1}\right)}$.
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