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A: Different Acquisition Functions
In this section we evaluate using different acquisition func-
tions for constrained Bayesian optimization. The con-
strained acquisiton function in our paper was ultimately
the probability of feasibility times the original acquisition
function. In principle any acquisition function can be mod-
ified for constrained optimization by similarly multiplying
it by the probability of feasibility.

We compare three popular acquisition functions, Expected
Improvement (EI), Probability of Improvement (PI), and
the Lower Confidence Bound (LCB) measure. For a full
description of these, see (Brochu et al., 2010). Table ?? dis-
plays the results of using these modified acquisition func-
tions to tune the hyper-parameters of LSH. In terms of
end result (speedup), EI outperforms the other two acquisi-
tion function on nearly all datasets (save letters). However,
the more myopic PI acquisition function runs substantially
more feasible points. This is likely because it explores less,
and prefers to exploit by continuing to sample in a feasible
region once it has found one.

B: Tree of Parzen Estimators
Another common global optimization scheme for hyper-
parameter selection is Tree of Parzen Estimators (TPE)
(Bergstra & Bengio, 2012). For completeness, we demon-
strate here that the TPE algorithm fares no better than stan-
dard Bayesian Optimization. Ultimately, TPE and BO fare
worse than uniform sampling if the feasible regions are
not near the global optima, as TPE and BO might actively
avoid sampling in these regions.

Figure 1 displays the results of running TPE on our simula-
tion functions. As with standard BO and uniform sampling,
the small feasible region in simulation 2 prevents TPE from
finding any feasible points at all.
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Figure 1. Evaluation of Tree of Parzen Estimators (TPE) on the simulation problems. Areas shaded in white are infeasible regions.
White circle indicate feasible points, and black crosses indicate infeasible points.

Table 1. LSH results over 10 runs for selecting the number of hash tables and functions for approximate kNN search using different
acquisition functions. We show speedup over kNN and the percentage of infeasible points sampled.

LSH
SPEEDUP (`) % INFEASIBLE

DATASET EI PI LCB EI PI LCB

YALE-FACES 3.33± 1.53× 1.54± 0.39× 1.04± 0.71× 89± 7.0% 3.8± 2.2% 99± 0.5%
COIL 18.6± 13.6× 2.30± 1.98× 3.20± 4.17× 84± 8.4% 1.9± 0.3% 99± 0.6%

ISOLET 6.97± 1.21× 4.35± 0.71× 4.44± 1.04× 67± 16% 1.3± 0.8% 97± 1.0%
USPS 3.58± 0.89× 2.45± 1.24× 2.71± 1.42× 81± 14% 2.5± 1.2% 99± 1.1%

LETTERS 1.64± 0.70× 1.56± 0.92× 1.92± 0.42× 70± 14% 29± 4.9% 96± 4.6%
ADULT 2.80± 2.13× 1.95± 0.66× 2.53± 1.67× 97± 3.5% 95± 12% 99± 0.9%

W8A 3.01± 0.30× 0.68± 0.29× 0.89± 0.66× 54± 15% 1.0± 0.0% 98± 2.1%
MNIST 1.69± 0.59× 0.73± 0.60× 0.73± 0.67× 71± 16% 2.4± 1.3% 96± 2.3%


