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Abstract
We study the learnability of sums of independent integer random variables given a bound on the size of the union of their supports. For $A \subset \mathbb{Z}_+$, a sum of independent random variables with collective support $A$ (called an $A$-sum in this paper) is a distribution $S = X_1 + \cdots + X_N$ where the $X_i$'s are mutually independent (but not necessarily identically distributed) integer random variables with $\bigcup_i \text{supp}(X_i) \subseteq A$.

We give two main algorithmic results for learning such distributions. First, for the case $|A| = 3$, we give an algorithm for learning an unknown $A$-sum to accuracy $\varepsilon$ using $\text{poly}(1/\varepsilon)$ samples and running in time $\text{poly}(1/\varepsilon)$, independent of $N$ and of the elements of $A$. Second, for an arbitrary constant $k \geq 4$, if $A = \{a_1, \ldots, a_k\}$ with $0 \leq a_1 < \ldots < a_k$, we give an algorithm that uses $\text{poly}(1/\varepsilon) \cdot \log \log a_k$ samples (independent of $N$) and runs in time $\text{poly}(1/\varepsilon, \log a_k)$. We prove an essentially matching lower bound: if $|A| = 4$, then any algorithm must use $\Omega(\log \log a_4)$ samples even for learning to constant accuracy. We also give similar-in-spirit (but quantitatively very different) algorithmic results, and essentially matching lower bounds, for the case in which $A$ is not known to the learner.

Our algorithms and lower bounds together settle the question of how the sample complexity of learning sums of independent integer random variables scales with the elements in the union of their supports, both in the known-support and unknown-support settings. Finally, all our algorithms...
easily extend to the “semi-agnostic” learning model, in which training data is generated from a distribution that is only $c\varepsilon$-close to some $A$-sum for a constant $c > 0$.  

**Keywords:** Central limit theorem, sample complexity, sums of independent random variables, equidistribution, semi-agnostic learning.

1. Introduction

The theory of sums of independent random variables forms a rich strand of research in probability. Indeed, many of the best-known and most influential results in probability theory are about such sums; prominent examples include the weak and strong law of large numbers, a host of central limit theorems, and (the starting point of) the theory of large deviations. Within computer science, the well-known “Chernoff-Hoeffding” bounds, large deviation bounds for sums of independent random variables, are a ubiquitous tool of great utility in many contexts. Not surprisingly, there are several books (Gnedenko and Kolmogorov, 1954; Petrov, 1975, 1995; Prokhorov and Statulevicius, 2000; Klesov, 2014; Borovkov and Balakrishnan, 1985) devoted to the study of sums of independent random variables.

Given the central importance of sums of independent random variables both within probability theory and for a host of applications, it is surprising that even very basic questions about learning these distributions were not rigorously investigated until very recently. The problem of learning probability distributions from independent samples has attracted a great deal of attention in theoretical computer science for almost two decades (important early papers include Kearns et al., 1994; Dasgupta 1999; Arora and Kannan, 2001; Vempala and Wang 2002; Kalai et al. 2010; Moitra and Valiant, 2010. Belkin and Sinha 2010), but most of this work has focused on other types of distributions such as mixtures of Gaussians, hidden Markov models, et cetera. While sums of independent random variables may seem to be a very simple type of distribution, as we shall see below the problem of learning such distributions turns out to be surprisingly tricky.

Before proceeding further, let us recall the standard PAC-style model for learning distributions that was essentially introduced by Kearns et al. (1994) and that we use in this work. In this model the unknown target distribution $X$ is assumed to belong to some class $C$ of distributions. A learning algorithm has access to i.i.d. samples from $X$, and must produce an efficiently samplable description of a hypothesis distribution $H$ such that with probability at least (say) $9/10$, the total variation distance $d_{TV}(X, H)$ between $X$ and $H$ is at most $\varepsilon$. (In the language of statistics, this task is usually referred to as density estimation, as opposed to parametric estimation in which one seeks to approximately identify the parameters of the unknown distribution $X$ when $C$ is a parametric class like Gaussians or mixtures of Gaussians.) In fact, all our positive results hold for the more challenging semi-agnostic variant of this model, which is as above except that the assumption that $X \in C$ is weakened to the requirement $d_{TV}(X, X^*) \leq c\varepsilon$ for some constant $c$ and some $X^* \in C$.

**Learning sums of independent random variables: Formulating the problem.** To motivate our choice of learning problem it is useful to recall some relevant context. Recent years have witnessed many research works in theoretical computer science studying the learnability and testability of discrete probability distributions (see Daskalakis et al., 2012c b, 2013; Rabani et al.. 2014; Acharya et al., 2015; Acharya and Daskalakis, 2015; Canonne, 2015; Li et al., 2015; Canonne et al., 2016, Canonne, 2016, Diakonikolas et al., 2016a c; Daskalakis et al. 2016). Our paper belongs to this line of research. A folklore result in this area is that a simple brute-force algorithm can learn any distribution over an $M$-element set using $\Theta(M/\varepsilon^2)$ samples, and that this is best possible if the
distribution may be arbitrary. Thus it is of particular interest to learn classes of distributions over $M$ elements for which a sample complexity dramatically better than this “trivial bound” (ideally scaling as $\log M$, or even independent of $M$ altogether) can be achieved.

This perspective on learning, along with a simple result which we now describe, strongly motivates considering sums of random variables which have small collective support. Consider the following very simple learning problem: Let $\{X_i\}_{i=1}^N$ be independent random variables where $X_i$ is promised to be supported on the two-element set $\{0, i\}$ but $\Pr[X_i = i]$ is unknown: what is the sample complexity of learning $X = X_1 + \cdots + X_N$? Even though each random variable $X_i$ is “as simple as a non-trivial random variable can be”—supported on just two values, one of which is zero—a straightforward lower bound (Daskalakis et al., 2012b) shows that any algorithm for learning $X$ even to constant accuracy must use $\Omega(N)$ samples, which is not much better than the trivial brute-force algorithm based on support size. (We note that this learning problem is the problem of learning a weighted sum of independent Bernoulli random variables in which the $i$-th Bernoulli random variable has weight equal to $i$, and hence the collective support of $X_1, \ldots, X_N$ is $\{|\{0, 1, \ldots, N\}| = N + 1\}$.)

Given this lower bound, it is natural to restrict the learning problem by requiring the random variables $X_1, \ldots, X_N$ to have small collective support, i.e. the union $\text{supp}(X_1) \cup \cdots \cup \text{supp}(X_N)$ of their support sets is small. Inspired by this, Daskalakis et al. (2012b) studied the simplest non-trivial version of this learning problem, in which each $X_i$ is a Bernoulli random variable (so the union of all supports is simply $\{0, 1\}$; note, though, that the $X_i$’s may have distinct and arbitrary biases). The main result of Daskalakis et al. (2012b) is that this class (known as Poisson Binomial Distributions) can be learned to error $\varepsilon$ with poly$(1/\varepsilon)$ samples, so, perhaps unexpectedly, the complexity of learning this class is completely independent of $N$, the number of summands. The proof of Daskalakis et al. (2012b) relies on several sophisticated results from probability theory, including a discrete central limit theorem from earlier work (Chen et al., 2011), proving Stein’s method, and a “moment matching” result due to Roos (2000). A subsequent sharpening of the result of Daskalakis et al. (2012b) by Diakonikolas et al. (2016b), giving improved time and sample complexities, also employed sophisticated tools, namely Fourier analysis and algebraic geometry.

Motivated by this first success, there has been a surge of recent work which studies the learnability of sums of richer classes of random variables. In particular, Daskalakis et al. (2013) considered a generalization of the setting of Daskalakis et al. (2012b) in which each $X_i$ is supported on the set $\{0, 1, \ldots, k - 1\}$, and Daskalakis et al. (2015) considered a vector-valued generalization in which each $X_i$ is supported on the set $\{e_1, \ldots, e_k\}$, the standard basis unit vectors in $\mathbb{R}^k$. We will elaborate on these results shortly, but here we first highlight a crucial feature shared by all these results; in all of the aforementioned previous work the collective support of the individual summands forms a “nice and simple” set (either $\{0, 1\}$, $\{0, 1, \ldots, k - 1\}$, or $\{e_1, \ldots, e_k\}$). Indeed, the technical workhorses of all these results are various central limit theorems which crucially exploit the simple structure of these collective support sets. These central limit theorems have since found applications in other settings, such as the design of algorithms for approximating equilibrium (Daskalakis et al., 2016 2015; Diakonikolas et al., 2016c; Cheng et al., 2017) as well as stochastic optimization (De, 2018).

In this paper we go beyond the setting in which the collective support of $X_1, \ldots, X_N$ is a “nice” set, by studying the learnability of $X_1 + \cdots + X_N$ where the collective support may be an arbitrary set of non-negative integers. Two questions immediately suggest themselves:

1. How (if at all) does the sample complexity depend on the elements in the common support?
2. Does knowing the common support set help the learning algorithm — how does the complexity vary depending on whether or not the learning algorithm knows the common support?

In this paper we give essentially complete answers to these questions. Intriguingly, the answers to these questions emerge from the interface of probability theory and number theory: our algorithms rely on new central limit theorems for sums of independent random variables which we establish, while our matching lower bounds exploit delicate properties of continued fractions and sophisticated equidistribution results from analytic number theory. The authors find it quite surprising that these two disparate sets of techniques “meet up” to provide matching upper and lower bounds on sample complexity.

We now formalize the problem that we consider.

Our learning problem. Let \( X_1, \ldots, X_N \) be independent (but not necessarily identically distributed) random variables. Let \( \mathcal{A} = \bigcup_i \text{supp}(X_i) \) be the union of their supports and assume w.l.o.g. that \( \mathcal{A} = \{a_1, \ldots, a_k\} \) for \( a_1 < a_2 < \cdots < a_k \in \mathbb{Z}_{\geq 0} \). Let \( S \) be the sum of these independent random variables, \( S = X_1 + \cdots + X_N \). We refer to such a random variable \( S \) as an \( \mathcal{A} \)-sum.

We study the problem of learning an unknown \( \mathcal{A} \)-sum \( S \), given access to i.i.d. draws from \( S \). \( \mathcal{A} \)-sums generalize several classes of distributions which have recently been intensively studied in unsupervised learning (Daskalakis et al., 2012b, 2013; Diakonikolas et al., 2016a), namely Poisson Binomial Distributions and “\( k \)-SIIRVs,” and are closely related to other such distributions (Diakonikolas et al., 2016c; Daskalakis et al., 2016) (\( k \)-Poisson Multinomial Distributions). These previously studied classes of distributions have all been shown to have learning algorithms with sample complexity \( \text{poly}(1/\varepsilon) \) for all constant \( k \).

In contrast, in this paper we show that the picture is more varied for the sample complexity of learning when \( \mathcal{A} \) can be any finite set. Roughly speaking (we will give more details soon), two of our main results are as follows:

- Any \( \mathcal{A} \)-sum with \( |\mathcal{A}| = 3 \) is learnable from \( \text{poly}(1/\varepsilon) \) samples independent of \( N \) and of the elements of \( \mathcal{A} \). This is a significant (and perhaps unexpected) generalization of the efficient learnability of Poisson Binomial Distributions, which corresponds to the case \( |\mathcal{A}| = 2 \).

- No such guarantee is possible for \( |\mathcal{A}| = 4 \): if \( N \) is large enough, there are infinitely many sets \( \mathcal{A} = \{a_1, a_2, a_3, a_4\} \) with \( 0 \leq a_1 < \cdots < a_4 \) such that \( \Omega(\log \log a_4) \) examples are needed even to learn to constant accuracy (for a small absolute constant).

Before presenting our results in more detail, to provide context we recall relevant previous work on learning related distributions.

1.1 Previous work

A Poisson Binomial Distribution of order \( N \), or PBD\(_N\), is a sum of \( N \) independent (not necessarily identical) Bernoulli random variables, i.e. an \( \mathcal{A} \)-sum for \( \mathcal{A} = \{0, 1\} \). Efficient algorithms for learning PBD\(_N\) distributions were given by Daskalakis et al. (2012a); Diakonikolas et al. (2016b), who gave learning algorithms using \( \text{poly}(1/\varepsilon) \) samples and \( \text{poly}(1/\varepsilon) \) runtime, independent of \( N \).

Generalizing a PBD\(_N\) distribution, a \( k \)-SIIRV\(_N\) (Sum of Independent Integer Random Variables) is a \( \mathcal{A} \)-sum for \( \mathcal{A} = \{0, \ldots, k - 1\} \). Daskalakis et al. (2013) gave \( \text{poly}(k, 1/\varepsilon) \)-time and sample algorithms for learning any \( k \)-SIIRV\(_N\) distribution to accuracy \( \varepsilon \), independent of \( N \) (see also Diakonikolas et al., 2016a).
Finally, a different generalization of PBDs is provided by the class of \((N, k)\)-Poisson Multinomial Distributions, or \(k\)-PMD\(_N\) distributions. Such a distribution is \(S = X_1 + \cdots + X_N\) where the \(X_i\)'s are independent (not necessarily identical) \(k\)-dimensional vector-valued random variables each supported on \(\{e_1, \ldots, e_k\}\), the standard basis unit vectors in \(\mathbb{R}^k\). Daskalakis et al. (2015) gave an algorithm that learns any unknown \(k\)-PMD\(_N\) using \(\text{poly}(k/\varepsilon)\) samples and running in time \(\min\{2^{O(k^{O(k)})} \cdot \log^{O(k)}(1/\varepsilon), 2^{\text{poly}(k/\varepsilon)}\}\); this result was subsequently sharpened (Diakonikolas et al., 2016c; Daskalakis et al., 2016).

Any \(A\)-sum with \(|A| = k\) has an associated underlying \(k\)-PMD\(_N\) distribution: if \(A = \{a_1, \ldots, a_k\}\), then writing \(\bar{a}\) for the vector \((a_1, \ldots, a_k) \in \mathbb{Z}^k\), an \(A\)-sum \(S'\) is equivalent to \(\bar{a} \cdot S\) where \(S\) is an \(k\)-PMD\(_N\); as making a draw from \(S'\) is equivalent to making a draw from \(S\) and outputting its inner product with the vector \(\bar{a}\). However, this does not mean that the learning result for \(k\)-PMD\(_N\) distributions (Daskalakis et al., 2015) implies a corresponding learning result for \(\{a_1, \ldots, a_k\}\)-sums. If an \(A\)-sum learning algorithm were given draws from the underlying \(k\)-PMD\(_N\), then of course it would be straightforward to run the algorithm due to Daskalakis et al. (2015), construct a high-accuracy hypothesis distribution \(H\) over \(\mathbb{R}^k\), and output \(\bar{a} \cdot H\) as the hypothesis distribution for the unknown \(A\)-sum. But when learning \(S'\), the algorithm does not receive draws from the underlying \(k\)-PMD\(_N\) \(S\); instead it only receives draws from \(\bar{a} \cdot S\). In fact, as we discuss below, this more limited access causes a crucial qualitative difference in learnability, namely an inherent dependence on the \(a_i\)'s in the necessary sample complexity once \(k \geq 4\). (The challenge to the learner arising from the blending of the contributions to a \(A\)-sum is roughly analogous to the challenge that arises in learning a DNF formula; if each positive example in a DNF learning problem were annotated with an identifier for a term that it satisfies, learning would be trivial.)

1.2 The questions we consider and our algorithmic results.

As detailed above, previous work has extensively studied the learnability of PBDs, \(k\)-SIIRVs, and \(k\)-PMDs; however, we believe that the current work is the first to study the learnability of general \(A\)-sums. A first simple observation is that since any \(A\)-sum with \(|A| = 2\) is a scaled and translated PBD, the results on learning PBDs mentioned above easily imply that the sample complexity of learning any \(\{a_1, a_2\}\)-sum is \(\text{poly}(1/\varepsilon)\), independent of the number of summands \(N\) and the values \(a_1, a_2\). A second simple observation is that any \(\{a_1, \ldots, a_k\}\)-sum with \(0 \leq a_1 < \ldots < a_k\) can be learned using \(\text{poly}(a_k, 1/\varepsilon)\) samples, simply by viewing it as an \(a_k\)-SIIRV\(_N\). But this bound is in general quite unsatisfying – indeed, for large \(a_k\) it could be even larger than the trivial \(O(N^k/\varepsilon^2)\) upper bound that holds since any \(A\)-sum with \(|A| = k\) is supported on a set of size \(O(N^k)\).

Once \(k \geq 3\) there can be non-trivial additive structure present in the set of values \(a_1, \ldots, a_k\). This raises a natural question: is \(k = 2\) the only value for which \(A\)-sums are learnable from a number of samples that is independent of the domain elements \(a_1, \ldots, a_k\)? Perhaps surprisingly, our first main result is an efficient algorithm which gives a negative answer. We show that for \(k = 3\), the values of the \(a_i\)'s don’t matter; we do this by giving an efficient learning algorithm (even a semi-agnostic one) for learning \(\{a_1, a_2, a_3\}\)-sums, whose running time and sample complexity are completely independent of \(a_1, a_2\) and \(a_3\):

**Theorem 1 (Learning \(A\)-sums with \(|A| = 3\), known support)** There is an algorithm and a positive constant \(c\) with the following properties: The algorithm is given \(N\), an accuracy parameter \(\varepsilon > 0\), distinct values \(a_1 < a_2 < a_3 \in \mathbb{Z}_{\geq 0}\), and access to i.i.d. draws from an unknown distribution \(S^*\) that has total variation distance at most \(c\varepsilon\) from an \(\{a_1, a_2, a_3\}\)-sum. The algorithm uses
poly(1/ε) draws from \( S^* \), runs in \( \text{poly}(1/\varepsilon) \) time\(^1\), and with probability at least 9/10 outputs a concise representation of a hypothesis distribution \( H \) such that \( d_{\text{TV}}(H, S^*) \leq \varepsilon \).

We also give an algorithm for \( k \geq 4 \). More precisely, we show:

**Theorem 2 (Learning \( A \)-sums, known support)** For any \( k \geq 4 \), there is an algorithm and a constant \( c > 0 \) with the following properties: it is given \( N \), an accuracy parameter \( \varepsilon > 0 \), distinct values \( a_1 < \cdots < a_k \in \mathbb{Z}_{\geq 0} \), and access to i.i.d. draws from an unknown distribution \( S^* \) that has total variation distance at most \( c \varepsilon \) from some \( \{a_1, \ldots, a_k\} \)-sum. The algorithm runs in time \([(1/\varepsilon)^{O(k^2)} \cdot (\log a_k)^{\text{poly}(k)}]/\varepsilon \) uses \( (1/\varepsilon)^{O(k^2)} \cdot \log \log a_k \) samples, and with probability at least 9/10 outputs a concise representation of a hypothesis distribution \( H \) such that \( d_{\text{TV}}(H, S^*) \leq \varepsilon \).

In contrast with \( k = 3 \), our algorithm for general \( k \geq 4 \) has a sample complexity which depends (albeit doubly logarithmically) on \( a_k \). This is a doubly exponential improvement over the naive \( \text{poly}(a_k) \) bound which follows from previous \( a_k \)-SIIRV learning algorithms (Daskalakis et al., 2013; Diakonikolas et al., 2016a).

**Secondary algorithmic results: Learning with unknown support.** We also give algorithms for a more challenging unknown-support variant of the learning problem. In this variant the values \( a_1, \ldots, a_k \) are not provided to the learning algorithm, but instead only an upper bound \( a_{\text{max}} \geq a_k \) is given. Interestingly, it turns out that the unknown-support problem is significantly different from the known-support problem: as explained below, in the unknown-support variant the dependence on \( a_{\text{max}} \) kicks in at a smaller value of \( k \) than in the known-support variant, and this dependence is exponentially more severe than in the known-support variant.

Using well-known results from hypothesis selection, it is straightforward to show that upper bounds for the known-support case yield upper bounds in the unknown-support case, essentially at the cost of an additional additive \( O(k \log a_{\text{max}})/\varepsilon^2 \) term in the sample complexity. This immediately yields the following:

**Theorem 3 (Learning with unknown support of size \( k \))** For any \( k \geq 3 \), there is an algorithm and a positive constant \( c \) with the following properties: The algorithm is given \( N \), the value \( k \), an accuracy parameter \( \varepsilon > 0 \), an upper bound \( a_{\text{max}} \in \mathbb{Z}_{\geq 0} \), and access to i.i.d. draws from an unknown distribution \( S^* \) that has total variation distance at most \( c \varepsilon \) from an \( A \)-sum for \( A = \{a_1, \ldots, a_k\} \subset \mathbb{Z}_{\geq 0} \) where \( \max_i a_i \leq a_{\text{max}} \). The algorithm uses \( O(k \log a_{\text{max}})/\varepsilon^2 + (1/\varepsilon)^{O(k^2)} \cdot \log \log a_{\text{max}} \) draws from \( S^* \), runs in \( \text{poly}(\log a_{\text{max}})^k \cdot (1/\varepsilon)^{O(k^2)} \cdot (\log a_{\text{max}})^{\text{poly}(k)} \) time, and with probability at least 9/10 outputs a concise representation of a hypothesis distribution \( H \) such that \( d_{\text{TV}}(H, S^*) \leq \varepsilon \).

Recall that a \( \{a_1, a_2\} \)-sum is simply a rescaled and translated \( \text{PBD}_N \) distribution. Using known results for learning PBDs, it is not hard to show that the \( k = 2 \) case is easy even with unknown support:

**Theorem 4 (Learning with unknown support of size 2)** There is an algorithm and a positive constant \( c \) with the following properties: The algorithm is given \( N \), an accuracy parameter \( \varepsilon > 0 \), an

---

1. Here and throughout we assume a unit-cost model for arithmetic operations \(+, \times, \div\).
upper bound $a_{\max} \in \mathbb{Z}_+$, and access to i.i.d. draws from an unknown distribution $S^*$ that has total variation distance at most $c\varepsilon$ from an $\{a_1, a_2\}$-sum where $0 \leq a_1 < a_2 \leq a_{\max}$. The algorithm uses $\text{poly}(1/\varepsilon)$ draws from $S^*$, runs in $\text{poly}(1/\varepsilon)$ time, and with probability at least $9/10$ outputs a concise representation of a hypothesis distribution $H$ such that $d_{\text{TV}}(H, S^*) \leq \varepsilon$.

### 1.3 Our lower bounds.

We establish sample complexity lower bounds for learning $A$-sums that essentially match the above algorithmic results.

**Known support.** Our first lower bound deals with the known support setting. We give an $\Omega(\log \log a_1)$-sample lower bound for the problem of learning an $\{a_1, ..., a_4\}$-sum for $0 \leq a_1 < a_2 < a_3 < a_4$. This matches the dependence on $a_k$ of our $\text{poly}(1/\varepsilon) \cdot \log \log a_k$ upper bound. More precisely, we show:

**Theorem 5 (Lower Bound for Learning $\{a_1, ..., a_4\}$-sums, known support)** Let $A$ be any algorithm with the following properties: algorithm $A$ is given $N$, an accuracy parameter $\varepsilon > 0$, distinct values $0 \leq a_1 < a_2 < a_3 < a_4 \in \mathbb{Z}$, and access to i.i.d. draws from an unknown $\{a_1, ..., a_4\}$-sum $S^*$; and with probability at least $9/10$ algorithm $A$ outputs a hypothesis distribution $\hat{S}$ such that $d_{\text{TV}}(\hat{S}, S^*) \leq \varepsilon$. Then there are infinitely many quadruples $(a_1, a_2, a_3, a_4)$ such that for sufficiently large $N$, $A$ must use $\Omega(\log \log a_4)$ samples even when run with $\varepsilon$ set to a (suitably small) positive absolute constant.

This lower bound holds even though the target is exactly an $\{a_1, ..., a_4\}$-sum (i.e. it holds even in the easier non-agnostic setting).

Since Theorem 1 gives a $\text{poly}(1/\varepsilon)$ sample and runtime algorithm independent of the size of the $a_i$'s for $k = 3$, the lower bound of Theorem 5 establishes a phase transition between $k = 3$ and $k = 4$ for the sample complexity of learning $A$-sums: when $k = 3$ the sample complexity is always independent of the actual set $\{a_1, a_2, a_3\}$, but for $k = 4$ it can grow as $\Omega(\log \log a_4)$ (but no faster).

**Unknown support.** Our second lower bound deals with the unknown support setting. We give an $\Omega(\log a_{\max})$-sample lower bound for the problem of learning an $\{a_1, a_2, a_3\}$-sum with unknown support $0 \leq a_1 < a_2 < a_3 \leq a_{\max}$, matching the dependence on $a_{\max}$ of our algorithm from Theorem 3. More precisely, we prove:

**Theorem 6 (Lower Bound for Learning $\{a_1, a_2, a_3\}$-sums, unknown support)** Let $A$ be any algorithm with the following properties: algorithm $A$ is given $N$, an accuracy parameter $\varepsilon > 0$, a value $0 < a_{\max} \in \mathbb{Z}$, and access to i.i.d. draws from an unknown $\{a_1, a_2, a_3\}$-sum $S^*$ where $0 \leq a_1 < a_2 < a_3 \leq a_{\max}$; and $A$ outputs a hypothesis distribution $\hat{S}$ which with probability at least $9/10$ satisfies $d_{\text{TV}}(\hat{S}, S^*) \leq \varepsilon$. Then for sufficiently large $N$, $A$ must use $\Omega(\log a_{\max})$ samples even when run with $\varepsilon$ set to a (suitably small) positive absolute constant.

Taken together with our algorithm from Theorem 4 for the case $k = 2$, Theorem 6 establishes another phase transition, but now between $k = 2$ and $k = 3$, for the sample complexity of learning $A$-sums when $A$ is unknown. When $|A| = 2$ the sample complexity is always independent of the actual set, but for $|A| = 3$ and $0 \leq a_1 < ... < a_3$ it can grow as $\Omega(\log a_3)$ (but no faster).

In summary, taken together the algorithms and lower bounds of this paper essentially settle the question of how the sample complexity of learning sums of independent integer random variables
with sparse collective support scales with the elements in the collective support, both in the known-support and unknown-support settings.

**Discussion.** As described above, for an arbitrary set \( \{a_1, \ldots, a_k\} \), the sample complexity undergoes a significant phase transition between \( k = 3 \) and \( k = 4 \) in the known-support case and between 2 and 3 in the unknown-support case. In each setting the phase transition is a result of “number-theoretic phenomena” (we explain this more later) which can only occur for the larger number and cannot occur for the smaller number of support elements. We find it somewhat surprising that the sample complexities of these learning problems are determined by number-theoretic properties of the support sets.

**Organization.** In the next section we give some of the key ideas that underlie our algorithms. See Section 3 for an overview of the ideas behind our lower bounds. Full proofs are given starting in Section 4.

**2. Techniques for our algorithms**

In this section we give an intuitive explanation of some of the ideas that underlie our algorithms and their analysis. While our learning results are for the semi-agnostic model, for simplicity’s sake, we focus on the case in which the target distribution \( S \) is actually an \( A \)-sum.

A first question, which must be addressed before studying the algorithmic (running time) complexity of learning \( A \)-sums, is to understand the sample complexity of learning them. In fact, in a number of recent works on learning various kinds of “structured” distributions, just understanding the sample complexity of the learning problem is a major goal that requires significant work (Daskalakis et al., 2012a; Wigderson and Yehudayoff, 2012; Daskalakis et al., 2013, 2014, 2015).

In many of the above-mentioned papers, an upper bound on both sample complexity and algorithmic complexity is obtained via a structural characterization of the distributions to be learned; our work follows a similar conceptual paradigm. To give a sense of the kind of structural characterization that can be helpful for learning, we recall the characterization of SIIRV\(_N\) distributions that was obtained by Daskalakis et al. (2013) (which is the one most closely related to our work). Their main result shows that if \( S \) is any \( k \)-SIIRV\(_N\) distribution, then at least one of the following holds:

1. \( S \) is \( \varepsilon \)-close to being supported on \( \text{poly}(k/\varepsilon) \) many integers;
2. \( S \) is \( \varepsilon \)-close to a distribution \( c \cdot Z + Y \), where \( 1 \leq c \leq k - 1 \), \( Z \) is a discretized Gaussian, \( Y \) is a distribution supported on \( \{0, \ldots, c - 1\} \), and \( Y, Z \) are mutually independent.

In other words, Daskalakis et al. (2013) show that a \( k \)-SIIRV\(_N\) distribution is either close to sparse (supported on \( \text{poly}(k/\varepsilon) \) integers), or close to a \( c \)-scaled discretized Gaussian convolved with a sparse component supported on \( \{0, \ldots, c - 1\} \). This leads naturally to an efficient learning algorithm that handles Case (1) above “by brute-force” and handles Case (2) by learning \( Y \) and \( Z \) separately (handling \( Y \) “by brute force” and handling \( Z \) by estimating its mean and variance).

In a similar spirit, in this work we seek a more general characterization of \( A \)-sums. It turns out, though, that even when \( |A| = 3 \), \( A \)-sums can behave in significantly more complicated ways than the \( k \)-SIIRV\(_N\) distributions discussed above.
To be more concrete, let $S$ be a $\{a_1, a_2, a_3\}$-sum with $0 \leq a_1 < a_2 < a_3$. By considering a few simple examples it is easy to see that there are at least four distinct possibilities for “what $S$ is like” at a coarse level:

- **Example #1**: One possibility is that $S$ is essentially sparse, with almost all of its probability mass concentrated on a small number of outcomes (we say that such an $S$ has “small essential support”).

- **Example #2**: Another possibility is that $S$ “looks like” a discretized Gaussian scaled by $|a_i - a_j|$ for some $1 \leq i < j \leq 3$ (this would be the case, for example, if $S = \sum_{i=1}^{N} X_i$ where each $X_i$ is uniform over $\{a_1, a_2\}$).

- **Example #3**: A third possibility is that $S$ “looks like” a discretized Gaussian with no scaling (the analysis of Daskalakis et al. (2013) shows that this is what happens if, for example, $N$ is large and each $X_i$ is uniform over $\{a_1, a_2, a_3\}$, since $\gcd(6, 10, 15) = 1$).

- **Example #4**: Finally, yet another possibility arises if, say, $a_3$ is very large (say $a_3 \approx N^2$) while $a_2, a_1$ are very small (say $O(1)$), and $X_1, \ldots, X_{N/2}$ are each uniform over $\{a_1, a_3\}$ while $X_{N/2+1}, \ldots, X_N$ are each supported on $\{a_1, a_2\}$ and $\sum_{i=N/2+1}^{N} X_i$ has very small essential support. In this case, for large $N$, $S$ would (at a coarse scale) “look like” a discretized Gaussian scaled by $a_3 - a_i \approx N^2$, but zooming in, locally each “point” in the support of this discretized Gaussian would actually be a copy of the small-essential-support distribution $\sum_{i=N/2+1}^{N} X_i$.

Given these possibilities for how $S$ might behave, it should not be surprising that our actual analysis for the case $|A| = 3$ (given in Section 9) involves four cases (and the above four examples land in the four distinct cases). The overall learning algorithm “guesses” which case the target distribution belongs to and runs a different algorithm for each one; the guessing step is ultimately eliminated using the standard tool of hypothesis testing from statistics. We stress that while the algorithms for the various cases differ in some details, there are many common elements across their analyses, and the well known kernel method for density estimation provides the key underlying core learning routine that is used in all the different cases.

In the following intuitive explanation we first consider the case of $A$-sums for general finite $|A|$, and later explain how we sharpen the algorithm and analysis in the case $|A| = 3$ to obtain our stronger results for that case. Our discussion below highlights a new structural result (roughly speaking, a new limit theorem that exploits both “long-range” and “short-range” shift-invariance) that plays a crucial role in our algorithms.

### 2.1 Learning $A$-sums with $|A| = k$

For clarity of exposition in this intuitive overview we make some simplifying assumptions. First, we make the assumption that the $A$-sum $S$ that is to be learned has 0 as one value in its $k$-element support, i.e. we assume that $S = X_1 + \ldots + X_N$ where the support of each $X_i$ is contained in the set $\{0, a_1, \ldots, a_{k-1}\}$. In fact, we additionally assume that each $X_i$ is 0-moded, meaning that $\Pr[X_i = 0] \geq \Pr[X_i = a_j]$ for all $i \in [N]$ and all $j \in [k-1]$. (Getting rid of this assumption in our actual analysis requires us to work with zero-moded variants of the $X_i$ distributions that we
denote $X'_i$, supported on $O(k^2)$ values that can be positive or negative, but we ignore this for the sake of our intuitive explanation here.) For $j \in [k-1]$ we define

$$\gamma_j := \sum_{i=1}^{N} \Pr[X_i = a_j],$$

which can be thought of as the “weight” that $X_1, \ldots, X_N$ collectively put on the outcome $a_j$.

**A useful tool: hypothesis testing.** To explain our approach it is helpful to recall the notion of hypothesis testing in the context of distribution learning (Devroye and Lugosi, 2001). Informally, given $T$ candidate hypothesis distributions, one of which is $\varepsilon$-close to the target distribution $S$, a hypothesis testing algorithm uses $O(\varepsilon^{-2} \cdot \log T)$ draws from $S$, runs in $\text{poly}(T, 1/\varepsilon)$ time, and with high probability identifies a candidate distribution which is $O(\varepsilon)$-close to $S$. We use this tool in a few different ways. Sometimes we will consider algorithms that “guess” certain parameters from a “small” (size-$T$) space of possibilities; hypothesis testing allows us to assume that such algorithms guess the right parameters, at the cost of increasing the sample complexity and running time by only small factors. In other settings we will show via a case analysis that one of several different learning algorithms will succeed; hypothesis testing yields a combined algorithm that learns no matter which case the target distribution falls into. This tool has been used in many recent works on distribution learning (see Daskalakis et al., 2012a; De et al., 2015; Daskalakis et al., 2013).

**Our analysis.** Let $t_1 = O_{k, \varepsilon}(1) \ll t_2 = O_{k, \varepsilon}(1) \ll \cdots \ll t_{k-1} = O_{k, \varepsilon}(1)$ be fixed values (the exact values are not important here). Let us reorder $a_1, \ldots, a_{k-1}$ so that the weights $\gamma_1 \leq \cdots \leq \gamma_{k-1}$ are sorted in non-decreasing order. An easy special case for us (corresponding to Section 8.1) is when each $\gamma_j \leq t_j$. If this is the case, then $S$ has small “essential support”: in a draw from $S = X_1 + \cdots + X_N$, with very high probability for each $j \in [k-1]$ the number of $X_i$ that take value $a_j$ is at most $\text{poly}(t_{k-1})$, so w.h.p. a draw from $S$ takes one of at most $\text{poly}(t_{k-1})^k$ values. In such a case it is not difficult to learn $S$ using $\text{poly}((t_{k-1})^k, 1/\varepsilon) = O_{k, \varepsilon}(1)$ samples (see Fact 24). We henceforth may assume that some $\gamma_j > t_j$.

For ease of understanding it is helpful to first suppose that every $j \in [k-1]$ has $\gamma_j > t_j$, and to base our understanding of the general case (that some $j \in [k-1]$ has $\gamma_j > t_j$) off of how this case is handled; we note that this special case is the setting for the structural results of Section 7. (It should be noted, though, that our actual analysis of the main learning algorithm given in Section 8.2 does not distinguish this special case.) So let us suppose that for all $j \in [k-1]$ we have $\gamma_j > t_j$. To analyze the target distribution $S$ in this case, we consider a multinomial distribution $M = Y_1 + \cdots + Y_N$ defined by independent vector-valued random variables $Y_i$, supported on $0, e_1, \ldots, e_{k-1} \in \mathbb{Z}^{k-1}$, such that for each $i \in [N]$ and $j \in [k-1]$ we have $\Pr[Y_i = e_j] = \Pr[X_i = a_j]$. Note that for the multinomial distribution $M$ defined in this way we have $(a_1, \ldots, a_{k-1}) \cdot M = S$.

Using the fact that each $\gamma_j$ is “large” (at least $t_j$), recent results (Daskalakis et al., 2016) imply that the multinomial distribution $M$ is close to a $(k-1)$-dimensional discretized Gaussian whose covariance matrix has all eigenvalues large (working with zero-moded distributions is crucial to obtain this intermediate result). In turn, such a discretized multidimensional Gaussian can be shown to be close to a vector-valued random variable in which each marginal (coordinate) is a $(\pm 1)$-weighted sum of *independent* large-variance Poisson Binomial Distributions. It follows that $S =$.
\((a_1, \ldots, a_{k-1}) \cdot M\) is close to a a weighted sum of \(k - 1\) signed PBDs. 2 A distribution \(\tilde{S}\) is a weighted sum of \(k - 1\) signed PBDs if \(\tilde{S} = a_1 \cdot \tilde{S}_1 + \cdots + a_{k-1} \cdot \tilde{S}_{k-1}\) where \(\tilde{S}_1, \ldots, \tilde{S}_{k-1}\) are independent signed PBDs; in turn, a signed PBD is a sum of independent random variables each of which is either supported on \([0, 1]\) or on \([0, -1]\). The \(\tilde{S}\) that \(S\) is close to further has the property that each \(\tilde{S}_j\) has “large” variance (large compared with \(1/\varepsilon\)).

Given the above analysis, to complete the argument in this case that each \(\gamma_j > t_j\) we need a way to learn a weighted sum of signed PBDs \(\tilde{S} = a_1 \cdot \tilde{S}_1 + \cdots + a_{k-1} \cdot \tilde{S}_{k-1}\) where each \(\tilde{S}_j\) has large variance. This is done with the aid of a new limit theorem, Lemma 41, that we establish for distributions of this form. We discuss (a simplified version of) this limit theorem in Section 2.3; here, omitting many details, let us explain what this new limit theorem says in our setting and how it is useful for learning. Suppose w.l.o.g. that \(\text{Var}[a_{k-1} \cdot \tilde{S}_{k-1}]\) contributes at least a \(\frac{1}{k-1}\) fraction of the total variance of \(\tilde{S}\). Let \(M\) denote the set of those \(j \in \{1, \ldots, k - 2\}\) such that \(\text{Var}[\tilde{S}_j]\) is large compared with \(a_{k-1}\), and let \(M' = M \cup \{k - 1\}\). The new limit theorem implies that the sum \(\sum_{j \in M'} a_j \cdot \tilde{S}_j\) “mixes,” meaning that it is very close (in \(d_{TV}\)) to a single scaled PBD \(a_{M'} \cdot \tilde{S}_{M'}\) where \(a_{M'} = \gcd\{a_j : j \in M'\}\). (The proof of the limit theorem involves a generalization of the notion of shift-invariance from probability theory (Barbour and Xia, 1999) and a coupling-based method. We elaborate on the ideas behind the limit theorem in Section 2.3.)

Given this structural result, it is enough to be able to learn a distribution of the form

\[ T := a_1 \cdot \tilde{S}_1 + \cdots + a_\ell \cdot \tilde{S}_\ell + a_{M'} \cdot \tilde{S}_{M'} \]

for which we now know that \(a_{M'} \cdot \tilde{S}_{M'}\) has at least \(\frac{1}{k+\ell}\) of the total variance, and each \(\tilde{S}_j\) for \(j \in [\ell]\) has \(\text{Var}[\tilde{S}_j]\) which is “not too large” compared with \(a_{k-1}\) (but large compared with \(1/\varepsilon\)). We show how to learn such a distribution using \(O_{k,\varepsilon}(1) \cdot \log \log a_{k-1}\) samples (this is where the \(\log \log\) dependence in our overall algorithm comes from). This is done, intuitively, by guessing various parameters that essentially define \(T\), specifically the variances \(\text{Var}[\tilde{S}_1], \ldots, \text{Var}[\tilde{S}_\ell]\). Since each of these variances is roughly at most \(a_{k-1}\) (crucially, the limit theorem allowed us to get rid of the \(\tilde{S}_j\)’s that had larger variance), via multiplicative gridding there are \(O_{\varepsilon,k}(1) \cdot \log a_{k-1}\) possible values for each candidate variance, and via our hypothesis testing procedure this leads to an \(O_{\varepsilon,k}(1) \cdot \log \log a_{k-1}\) number of samples that are used to learn.

We now turn to the general case, that some \(j \in [k - 1]\) has \(\gamma_j > t_j\). Suppose w.l.o.g. that \(\gamma_1 \leq t_1, \ldots, \gamma_{\ell-1} \leq t_{\ell-1}\) and \(\gamma_\ell > t_\ell\) (intuitively, think of \(\gamma_1, \ldots, \gamma_{\ell-1}\) as “small” and \(\gamma_\ell, \ldots, \gamma_{k-1}\) as “large”). Via an analysis (see Lemma 46) akin to the “Light-Heavy Experiment” analysis of Daskalakis et al. (2013), we show that in this case the distribution \(S\) is close to a distribution \(\tilde{S}\) with the following structure: \(\tilde{S}\) is a mixture of at most \(\text{poly}(t_{\ell-1})^{k-1}\) many distributions each of which is a different shift of a single distribution, call it \(S_{\text{heavy}}\), that falls into the special case analyzed above: all of the relevant parameters \(\gamma_\ell, \ldots, \gamma_{k-1}\) are large (at least \(t_\ell\)). Intuitively, having at most \(\text{poly}(t_{\ell-1})^{k-1}\) many components in the mixture corresponds to having \(\gamma_1, \ldots, \gamma_{\ell-1} < t_{\ell-1}\) and \(\ell \leq k - 1\), and having each component be a shift of the same distribution \(S_{\text{heavy}}\) follows from the fact that there is a “large gap” between \(\gamma_{\ell-1}\) and \(\gamma_\ell\).

Thus in this general case, the learning task essentially boils down to learning a distribution that is (close to) a mixture of translated copies of a distribution of the form \(T\) given above. Learning such a mixture of translates is a problem that is well suited to the “kernel method” for density estimation. This method has been well studied in classical density estimation, especially for continuous

---

2. This is a simplification of what the actual analysis establishes, but it gets across the key ideas.
probability densities (see Devroye and Lugosi, 2001), but results of the exact type that we need did not seem to previously be present in the literature. (We believe that ours is the first work that applies kernel methods to learn sums of independent random variables.)

In Section 5 we develop tools for multidimensional kernel based learning that suit our context. At its core, the kernel method approach that we develop allows us to do the following: Given a mixture of $r$ translates of $T$ and constant-factor approximations to $\gamma_{\ell}, \ldots, \gamma_{k-1}$, the kernel method allows us to learn this mixture to error $O(\varepsilon)$ using only $\text{poly}(1/\varepsilon, r)$ samples. Further, this algorithm is robust in the sense that the same guarantee holds even if the target distribution is only $O(\varepsilon)$ close to having this structure (this is crucial for us). Theorem 49 in Section 8 combines this tool with the ideas described above for learning a $T$-type distribution, and thereby establishes our general learning result for $A$-sums with $|A| \geq 4$.

### 2.2 The case $|A| = 3$

In this subsection we build on the discussion in the previous subsection, specializing to $k = |A| = 3$, and explain the high-level ideas of how we are able to learn with sample complexity $\text{poly}(1/\varepsilon)$ independent of $a_1, a_2, a_3$.

For technical reasons (related to zero-moded distributions) there are three relevant parameters $t_1 \ll t_2 \ll t_3 = O(\varepsilon(1))$ in the $k = 3$ case. The easy special case that each $\gamma_j \leq t_j$ is handled as discussed earlier (small essential support). As in the previous subsection, let $\ell \in [3]$ be the least value such that $\gamma_\ell > t_\ell$.

In all the cases $\ell = 1, 2, 3$ the analysis proceeds by considering the Light-Heavy-Experiment as discussed in the preceding subsection, i.e. by approximating the target distribution $S$ by a mixture $S$ of shifts of the same distribution $S_{\text{heavy}}$. When $\ell = 3$, the “heavy” component $S_{\text{heavy}}$ is simply a distribution of the form $q_3 \cdot S_3$ where $S_3$ is a signed PBD. Crucially, while learning the distribution $T$ in the previous subsection involved guessing certain variances (which could be as large as $a_k$, leading to $\log a_k$ many possible outcomes of guesses and $\log \log a_k$ sample complexity), in the current setting the extremely simple structure of $S_{\text{heavy}} = q_3 \cdot S_3$ obviates the need to make $\log a_3$ many guesses. Instead, as we discuss in Section 9.2, its variance can be approximated in a simple direct way by sampling just two points from $T$ and taking their difference; this easily gives a constant-factor approximation to the variance of $S_3$ with non-negligible probability. This success probability can be boosted by repeating this experiment several times (but the number of times does not depend on the $a_i$ values.) We thus can use the kernel-based learning approach in a sample-efficient way, without any dependence on $a_1, a_2, a_3$ in the sample complexity.

For clarity of exposition, in the remaining intuitive discussion (of the $\ell = 1, 2$ cases) we only consider a special case: we assume that $S = a_1 \cdot S_1 + a_2 \cdot S_2$ where both $S_1$ and $S_2$ are large-variance PBDs (so each random variable $X_i$ is either supported on $\{0, a_1\}$ or on $\{0, a_2\}$, but not on all three values $0, a_1, a_2$). We further assume, clearly without loss of generality, that $\text{gcd}(a_1, a_2) = 1$. (Indeed, our analysis essentially proceeds by reducing the $\ell = 1, 2$ case to this significantly simpler scenario, so this is a fairly accurate rendition of the true case.) Writing $S_1 = X_1 + \ldots + X_{N_1}$ and $S_2 = Y_1 + \ldots + Y_{N_2}$, by zero-modedness we have that $\Pr[X_i = 0] \geq \frac{1}{2}$ and $\Pr[Y_i = |a_2|] \geq \frac{1}{2}$ for all $i$, so $\text{Var}[S_j] = \Theta(1) \cdot \gamma_j$ for $j = 1, 2$. We assume w.l.o.g. in what follows that $a_1^2 \cdot \gamma_1 \geq a_2^2 \cdot \gamma_2$, so $\text{Var}[S]$, which we henceforth denote $\sigma^2$, is $\Theta(1) \cdot a_1^2 \cdot \gamma_1$.

We now branch into three separate possibilities depending on the relative sizes of $\gamma_2$ and $a_1^2$. Before detailing these possibilities we observe that using the fact that $\gamma_1$ and $\gamma_2$ are both large, it
can be shown that if we sample two points \( s^{(1)} \) and \( s^{(2)} \) from \( S \), then with constant probability the value \( \frac{|s^{(1)} - s^{(2)}|}{a_1} \) provides a constant-factor approximation to \( \gamma_1 \).

**First possibility:** \( \gamma_2 < \varepsilon^2 \cdot a_1^2 \). The algorithm samples two more points \( s^{(3)} \) and \( s^{(4)} \) from the distribution \( S \). The crucial idea is that with constant probability these two points can be used to obtain a constant-factor approximation to \( \gamma_2 \); we now explain how this is done. For \( j \in \{3, 4\} \), let \( s^{(j)} = a_1 \cdot s_1^{(j)} + a_2 \cdot s_2^{(j)} \) where \( s_1^{(j)} \sim S_1 \) and \( s_2^{(j)} \sim S_2 \), and consider the quantity \( s^{(3)} - s^{(4)} \). Since \( \gamma_2 \) is so small relative to \( a_1 \), the “sampling noise” from \( a_1 \cdot s_1^{(3)} - a_1 \cdot s_1^{(4)} \) is likely to overwhelm the difference \( a_2 \cdot s_2^{(3)} - a_2 \cdot s_2^{(4)} \) at a “macroscopic” level. The key idea to deal with this is to **analyze the outcomes modulo** \( a_1 \). In the modular setting, because \( \text{Var}[S_2] = \Theta(1) \cdot \gamma_2 \ll a_1^2 \), one can show that with constant probability \( |(a_2^{-1} \cdot (s_2^{(3)} - s_2^{(4)})) \mod a_1| \) is a constant-factor approximation to \( \gamma_2 \). (Note that as \( a_1 \) and \( a_2 \) are coprime, the operation \( a_2^{-1} \) is well defined modulo \( a_1 \).) A constant-factor approximation to \( \gamma_2 \) can be used together with the constant-factor approximation to \( \gamma_1 \) to employ the aforementioned “kernel method” based algorithm to learn the target distribution \( S \). The fact that here we can use only two samples (as opposed to \( \log \log a_1 \) samples) to estimate \( \gamma_2 \) is really the crux of why for the \( k = 3 \) case, the sample complexity is independent of \( a_1 \). (Indeed, we remark that our analysis of the lower bound given by Theorem 5 takes place in the modular setting and this “mod \( a_1 \)” perspective is crucial for constructing the lower bound examples in that proof.)

**Second possibility:** \( a_1^2 / \varepsilon^2 > \gamma_2 > \varepsilon^2 \cdot a_1^2 \). Here, by multiplicative gridding we can create a list of \( O(\log(1/\varepsilon)) \) guesses such that at least one of them is a constant-factor approximation to \( \gamma_2 \). Again, we use the kernel method and the approximations to \( \gamma_1 \) and \( \gamma_2 \) to learn \( S \).

**Third possibility:** The last possibility is that \( \gamma_2 \geq a_1^2 / \varepsilon^2 \). In this case, we show that \( S \) is in fact \( \varepsilon \)-close to the discretized Gaussian (with no scaling; recall that \( \gcd(a_1, a_2) = 1 \)) that has the appropriate mean and variance. Given this structural fact, it is easy to learn \( S \) by just estimating the mean and the variance and outputting the corresponding discretized Gaussian. This structural fact follows from our new limit theorem, Lemma 41, mentioned earlier; we conclude this section with a discussion of this new limit theorem.

### 2.3 Lemma 41 and limit theorems.

Here is a simplified version of our new limit theorem, Lemma 41, specialized to the case in which its “\( D' \)” parameter is set to 2:

**Simplified version of Lemma 41.** Let \( S = r_1 \cdot S_1 + r_2 \cdot S_2 \) where \( S_1, S_2 \) are independent signed PBDs and \( r_1, r_2 \) are nonzero integers such that \( \gcd(r_1, r_2) = 1 \), \( \text{Var}[r_1 \cdot S_1] \geq \text{Var}[r_2 \cdot S_2] \), and \( \text{Var}[S_2] \geq \max\left\{ \frac{1}{a_2^2}, \frac{1}{\varepsilon^2} \right\} \). Then \( S \) is \( O(\varepsilon) \)-close in total variation distance to a signed PBD \( S' \) (and hence to a signed discretized Gaussian) with \( \text{Var}[S'] = \text{Var}[S] \).

If a distribution \( S \) is close to a discretized Gaussian in Kolmogorov distance and is \( 1/\sigma \)-shift invariant (i.e. \( d_{TV}(S, S + 1) \leq 1/\sigma \)), then \( S \) is close to a discretized Gaussian in total variation distance (Röllin 2007; Barbour 2015). Gopalan et al. (2011) used a coupling based argument to establish a similar central limit theorem to obtain pseudorandom generators for certain space bounded branching programs. Unfortunately, in the setting of the lemma stated above, it is not immediately clear why \( S \) should have \( 1/\sigma \)-shift invariance. To deal with this, we give a novel analysis exploiting **shift-invariance at multiple different scales**. Roughly speaking, because of the \( r_1 \cdot S_1 \) component of \( S \), it can be shown that \( d_{TV}(S, S + r_1) = 1/\sqrt{\text{Var}[S_1]} \), i.e. \( S \) has good
“shift-invariance at the scale of $r_1$”; by the triangle inequality $S$ is also not affected much if we
shift by a small integer multiple of $r_1$. The same is true for a few shifts by $r_2$, and hence also for
a few shifts by both $r_1$ and $r_2$. If $S$ is approximated well by a discretized Gaussian, though, then
it is also not affected by small shifts, including shifts by 1, and in fact we need such a guarantee to
prove approximation by a discretized Gaussian through coupling. However, since $\gcd(r_1, r_2) = 1$,
basic number theory implies that we can achieve any small integer shift via a small number of shifts
by $r_1$ and $r_2$, and therefore $S$ has the required “fine-grained” shift-invariance (at scale 1) as well.
Intuitively, for this to work we need samples from $S$ distributions bounds actually work by considering restricted
In this section we give an overview of the ideas behind our lower bounds. Both of our lower
be of use in proving new central limit theorems.
long-range and short-range shift invariance is new to the best of our knowledge and seems likely to
work for this to need samples from $r_2 \cdot S_2$ to “fill in the gaps” between successive
values of $r_1 \cdot S_1$ – this is why we need $\Var[S_2] \gg r_1$.

Based on our discussion with researchers in this area (Barbour, 2015) the idea of exploiting both
long-range and short-range shift invariance is new to the best of our knowledge and seems likely to
be of use in proving new central limit theorems.

3. Lower bound techniques

In this section we give an overview of the ideas behind our lower bounds. Both of our lower
bounds actually work by considering restricted $A$-sums: our lower bounds can be proved using only
distributions $S$ of the form $S = \sum_{i=1}^{k} a_i \cdot S_i$, where $S_1, \ldots, S_k$ are independent PBDs; equivalently,
$S = \sum_{i=1}^{N} X_i$ where each $X_i$ is supported on one of $\{0, a_1\}, \ldots, \{0, a_k\}$.

A useful reduction. The problem of learning a distribution modulo an integer plays a key role
in both of our lower bound arguments. More precisely, both lower bounds use a reduction, which
we establish, showing that an efficient algorithm for learning weighted PBDs with weights $0 < a_1 < \ldots < a_k$
implies an efficient algorithm for learning with weights $a_1, \ldots, a_{k-1}$ modulo $a_k$. This problem is specified as follows: Consider an algorithm which is given access to i.i.d. draws from the distribution $(S \mod a_k)$ (note that this distribution is supported over $\{0, 1, \ldots, a_k - 1\}$) where $S$ is of the form $a_1 \cdot S_1 + \ldots + a_{k-1} \cdot S_{k-1}$ and $S_1, \ldots, S_{k-1}$ are PBDs. The algorithm should produce a high-accuracy hypothesis distribution for $(S \mod a_k)$. We stress that the example points provided to the learning algorithm all lie in $\{0, \ldots, a_k - 1\}$ (so certainly any reasonable hypothesis distribution should also be supported on $\{0, \ldots, a_k - 1\}$). Such a reduction is useful for our lower bounds because it enables us to prove a lower bound for learning $\sum_{i=1}^{k} a_i \cdot S_i$ by proving a lower bound for learning $\sum_{i=1}^{k-1} a_i \cdot S_i \mod a_k$.

The high level idea of this reduction is fairly simple so we sketch it here. Let $S = a_1 \cdot S_1 + \ldots + a_{k-1} \cdot S_{k-1}$ be a weighted sum of PBDs such that $(S \mod a_k)$ is the target distribution to be learned and let $N$ be the total number of summands in all of the PBDs. Let $S_k$ be an independent PBD with mean and variance $\Omega(N^*)$. The key insight is that by taking $N^*$ sufficiently large relative to $N$, the distribution of $(S \mod a_k) + a_k \cdot S_k$ (which can easily be simulated by the learner given access to draws from $(S \mod a_k)$ since it can generate samples from $a_k \cdot S_k$ by itself) can be shown to be statistically very close to that of $S' := S + a_k \cdot S_k$. Here is an intuitive justification: We can think of the different possible outcomes of $a_k \cdot S_k$ as dividing the support of $S'$ into bins of width $a_k$. Sampling from $S'$ can be performed by picking a bin boundary (a draw from $a_k \cdot S_k$) and an offset $S$. While adding $S$ may take the sample across multiple bin boundaries, if $\Var[S_k]$ is sufficiently large, then adding $S$ typically takes $a_k \cdot S_k + S$ across a small fraction of the bin boundaries. Thus, the conditional distribution given membership in a bin is similar between bins that have high probability under $S'$, which means that all of these conditional distributions are similar to the distribution of $S' \mod a_k$ (which is a mixture of them). Finally, $(S' \mod a_k)$ has
the same distribution as \((S \mod a_k)\). Thus, given samples from \((S \mod a_k)\), the learner can essentially simulate samples from \(S'\). However, \(S'\) is a weighted sum of \(k\) PBDs, which by the assumption of our reduction theorem can be learned efficiently. Now, assuming the learner has a hypothesis \(H\) such that \(d_{TV}(H, S') \leq \varepsilon\), it immediately follows that \(d_{TV}(H \mod a_k, S' \mod a_k) \leq d_{TV}(H, S') \leq \varepsilon\) as desired.

**Proof overview of Theorem 5.** At this point we have the task of proving a lower bound for learning weighted PBDs over \(\{0, a_1, a_2\} \mod a_3\). We establish such a lower bound using Fano’s inequality (stated precisely as Theorem 3.2 in Section 4). To get a sample complexity lower bound of \(\Omega(\log \log a_3)\) from Fano’s inequality, we must construct \(T = \log^{O(1)} a_3\) distributions \(S_1, \ldots, S_T\), where each \(S_i\) is a weighted PBD on \(\{0, a_1, a_2\} \mod a_3\), meeting the following requirements: \(d_{TV}(S_i, S_j) = \Omega(1)\) if \(i \neq j\), and \(D_{KL}(S_i|S_j) = O(1)\) for all \(i, j \in T\). In other words, applying Fano’s inequality requires us to exhibit a large number of distributions (belonging to the family for which we are proving the lower bound) such that any two distinct distributions in the family are far in total variation distance but close in terms of KL-divergence. The intuitive reason for these two competing requirements is that if \(S_i\) and \(S_j\) are \(2\varepsilon\)-far in total variation distance, then a successful algorithm for learning to error at most \(\varepsilon\) must be able to distinguish \(S_i\) and \(S_j\). On the other hand, if \(S_i\) and \(S_j\) are close in KL divergence, then it is difficult for any learning algorithm to distinguish between \(S_i\) and \(S_j\).

Now we present the high-level idea of how we may construct distributions \(S_1, S_2, \ldots\) with the properties described above to establish Theorem 5. The intuitive description of \(S_i\) that we give below does not align perfectly with our actual construction, but this simplified description is hopefully helpful in getting across the main idea.

For the construction we fix \(a_1 = 1, a_2 = p\) and \(a_3 = q\). (We discuss how \(p\) and \(q\) are selected later; this is a crucial aspect of our construction.) The \(i\)-th distribution \(S_i\) is \(S_i = U_i + pV_i \mod q\); we describe the distribution \(S_i = U_i + pV_i \mod q\) in two stages, first by describing each \(V_i\), and then by describing the corresponding \(U_i\). In the actual construction \(U_i\) and \(V_i\) will be shifted binomial distributions. Since a binomial distribution is rather flat within one standard deviation of its mean, and decays exponentially after that, it is qualitatively somewhat like the uniform distribution over an interval; for this intuitive sketch it is helpful to think of \(U_i\) and \(V_i\) as actually being uniform distributions over intervals. We take the support of \(V_1\) to be an interval of length \(q/p\), so that adjacent members of the support of \((pV_1 \mod q)\) will be at distance \(p\) apart from each other. More generally, taking \(V_i\) to be uniform over an interval of length \(2^{i-1}q/p\), the average gap between adjacent members of \(\text{supp}(pV_i \mod q)\) is of length essentially \(p/2^{i-1}\), and by a careful choice of \(p\) relative to \(q\) one might furthermore hope that the gaps would be “balanced”, so that they are all of length roughly \(p/2^{i-1}\). (This “careful choice” is the technical heart of our actual construction presented later.)

How does \(U_i\) enter the picture? The idea is to take each \(U_i\) to be uniform over a *short* interval, of length \(3p/2^i\). This “fills in each gap” and additionally “fills in the first half of the following gap:” as a result, the first half of each gap ends up with twice the probability mass of the second half. (As a result, every two points have probability mass within a constant factor of each other under every distribution — in fact, any point under any one of our distributions has probability mass within a constant factor of that of any other point under any other one of our distributions. This gives the \(D_{KL}(S_i|S_j) = O(1)\) upper bound mentioned above.) For example, recalling that the “gaps” in \(\text{supp}(pV_1 \mod q)\) are of length \(p\), choosing \(U_1\) to be uniform over \(\{1, \ldots, 3p/2\}\) will fill in each gap along with the first half of the following gap. Intuitively, each \(S_i = U_i + pV_i\).
is a “striped” distribution, with equal-width “light stripes” (of uniformly distributed smaller mass)
and “dark stripes” (of uniformly distributed larger mass), and each \( S_{i+1} \) has stripes of width half of
the \( S_i \)-sum’s stripes. Roughly speaking, two such distributions \( S_i \) and \( S_j \) “overlap enough” (by a
constant fraction) so that they are difficult to distinguish; however they are also “distinct enough”
that a successful learning algorithm must be able to distinguish which \( S_i \) its samples are drawn from
in order to generate a high-accuracy hypothesis.

We now elaborate on the careful choice of \( p \) and \( q \) that was mentioned above. The critical part
of this choice of \( p \) and \( q \) is that for \( i \geq 1 \), in order to get “evenly spaced gaps,” the remainders of
\( p \cdot s \) modulo \( q \) where \( s \in \{1, \ldots, 2^{i-1}q/p\} \) should be roughly evenly spaced, or equidistributed,
in the group \( \mathbb{Z}_q \). Here the notion of “evenly spaced” is with respect to the “wrap-around” distance
(also known as the Lee metric) on the group \( \mathbb{Z}_q \) (so, for example, the wrap-around distance between
1 and 2 is 1, whereas the wrap-around distance between \( q - 1 \) and 1 is 2). Roughly speaking, we
would like \( p \cdot s \) modulo \( q \) to be equidistributed in \( \mathbb{Z}_q \) when \( s \in \{1, \ldots, 2^{i-1}q/p\} \), for a range of
successive values of \( i \) (the more the better, since this means more distributions in our hard family
and a stronger lower bound). Thus, qualitatively, we would like the remainders of \( p \) modulo \( q \) to
be equidistributed at several scales. We note that equidistribution phenomena are well studied in
number theory and ergodic theory (see Tao 2014).

While this connection to equidistribution phenomena is useful for providing visual intuition (at
least to the authors), in our attempts to implement the construction using powers of two that was
just sketched, it seemed that in order to control the errors that arise in fact a doubly exponential
growth was required, leading to the construction of only \( \Theta(\log \log q) \) such distributions and hence
a \( \Omega(\log \log q) \) sample complexity lower bound. Thus to achieve an \( \Omega(\log \log q) \) sample com-
plexity lower bound, our actual choice of \( p \) and \( q \) comes from the theory of continued fractions. In
particular, we choose \( p \) and \( q \) so that \( p/q \) has a continued fraction representation with “many”
(\( \Theta(\log q) \), though for technical reasons we use only \( \log \Theta(1) q \) many) convergents that grow rel-
avely slowly. These \( T = \log \Theta(1) q \) convergents translate into \( T \) distributions \( S_1, \ldots, S_T \) in our
“hard family” of distributions, and thus into an \( \Omega(\log \log q) \) sample lower bound via Fano’s inequal-
ity.

The key property that we use is a well-known fact in the theory of continued fractions: if \( g_i/h_i \) is
the \( i^{th} \) convergent of a continued fraction for \( p/q \), then \( |g_i/h_i - p/q| \leq 1/(h_i \cdot h_{i+1}) \). In other words,
the \( i^{th} \) convergent \( g_i/h_i \) provides a non-trivially good approximation of \( p/q \) (note that getting an
error of \( 1/h_i \) would have been trivial). From this property, it is not difficult to see that the remainders
of \( p \cdot \{1, \ldots, h_i\} \) are roughly equidistributed modulo \( q \).

Thus, a more accurate description of our (still idealized) construction is that we choose \( V_i \)
to be uniform on \( \{1, \ldots, h_i\} \) and \( U_i \) to be uniform on roughly \( \{1, \ldots, (3/2) \cdot (q/h_i)\} \). So as
to have as many distributions as possible in our family, we would like \( h_i \approx (q/p) \cdot c^i \) for some
fixed \( c > 1 \). This can be ensured by choosing \( p, q \) such that all the numbers appearing in the
continued fraction representation of \( p/q \) are bounded by an absolute constant; in fact, in the actual
construction, we simply take \( p/q \) to be a convergent of \( 1/\phi \) where \( \phi \) is the golden ratio. With this
choice we have that the \( i^{th} \) convergent of the continued fraction representation of \( 1/\phi \) is \( g_i/h_i \),
where \( h_i \approx ((\sqrt{5} + 1)/2)^i \). This concludes our informal description of the choice of \( p \) and \( q \).

Again, we note that in our actual construction (see Figure 1), we cannot use uniform distribution
over intervals (since we need to use PBDs), but rather we have shifted binomial distributions.
This adds some technical complication to the formal proofs, but the core ideas behind the construc-
tion are indeed as described above.
Figure 1: Examples of targets used in our lower bound construction for Theorem 5. Very roughly, the distribution in (b) has peaks where the distribution (a) does, plus a constant factor more peaks. To compensate, its peaks are thinner. The distribution (c) has still more, still thinner, peaks.

**Proof overview of Theorem 6.** As mentioned earlier, Theorem 6 also uses our reduction from the modular learning problem. Taking $a_1 = 0$ and $a_3 \approx a_{\text{max}}$ to be “known” to the learner, we show that any algorithm for learning a distribution of the form $(a_2 S_2 \mod a_3)$, where $0 < a_2 < a_3$ and $a_2$ is unknown to the learner and $S_2$ is a PBD-$N$, must use $\Omega(\log a_3)$ samples. Like Theorem 5, we prove this using Fano’s inequality, by constructing a “hard family” of $\Omega(1)$ many distributions of this type such that any two distinct distributions in the family have variation distance $\Omega(1)$ but KL-divergence $O(1)$.

We sketch the main ideas of our construction, starting with the upper bound on KL-divergence. The value $a_3$ is taken to be a prime. The same PBD-$N$ distribution $S_2$, which is simply a shifted binomial distribution and may be assumed to be “known” to the learner, is used for all of the distributions in the “hard family”, so different distributions in this family differ only in the value of $a_2$. The shifted binomial distribution $S_2$ is taken to have variance $\Theta((a_3)^2)$, so, very roughly, $S_2$ assigns significant probability on $\Theta((a_3)^2)$ distinct values. From this property, it is not difficult to show (similar to our earlier discussion) that any point in the domain $\{0, 1, \ldots, a_3 - 1\}$ under any one of our distributions has probability mass within a constant factor of that of any other point under any other one of our distributions (where the constant factor depends on the hidden constant in the $\Theta((a_3)^2)$ value of the variance). This gives the required $O(1)$ upper bound on KL-divergence.

It remains to sketch the $\Omega(1)$ lower bound on variation distance. As in our discussion of the Theorem 5 lower bound, for intuition it is convenient to think of the shifted binomial distribution $S_2$ as being uniform over an interval of the domain $\{0, 1, \ldots, a_3 - 1\}$; by carefully choosing the variance and offset of this shifted binomial, we may think of this interval as being $\{0, 1, \ldots, r - 1\}$ for $r = \kappa a_3$ for some small constant $\kappa > 0$ (the constant $\kappa$ again depends on the hidden constant in the $\Theta((a_3)^2)$ value of the variance). So for the rest of our intuitive discussion we view the distributions in the hard family as being of the form $(a_2 \cdot U_r \mod a_3)$ where $U_r$ is uniform over $\{0, 1, \ldots, r - 1\}$, $r = \kappa a_3$.

Recalling that $a_3$ is prime, it is clear that for any $0 < a_2 < a_3$, the distribution $(a_2 \cdot U_r \mod a_3)$ is uniform over an $(r = \kappa a_3)$-element subset of $\{0, \ldots, a_3 - 1\}$. If $a_2$ and $a_2'$ are two independent uniform random elements from $\{1, \ldots, a_3 - 1\}$, then since $\kappa$ is a small constant, intuitively the overlap between the supports of $(a_2 \cdot U_r \mod a_3)$ and $(a'_2 \cdot U_r \mod a_3)$ should be small, and consequently the variation distance between these two distributions should be large. This in turn
suggests that by drawing a large random set of values for $a_2$, it should be possible to obtain a large family of distributions of the form $(a_2 \cdot U_r \mod a_3)$ such that any two of them have large variation distance. We make this intuition precise using a number-theoretic equidistribution result of Shparlinski (2008) and a probabilistic argument showing that indeed a random set of $(a_3)^{1/3}$ choices of $a_2$ is likely to have the desired property. This gives a “hard family” of size $(a_3)^{1/3}$, leading to an $\Omega(\log a_3) = \Omega(\log a_{\max})$ lower bound via Fano’s inequality. As before some technical work is required to translate these arguments for the uniform distribution over to the shifted binomial distributions that we actually have to work with, but we defer these technical details to Section 13.

4. Preliminaries

In this section we lay some groundwork.

4.1 Basic notions and useful tools from probability.

Distributions. We will typically ignore the distinction between a random variable and its distribution. We use bold font $X$, $S$, etc. to denote random variables (and also distributions).

For a distribution $X$ supported on the integers we write $X(i)$ to denote the value $\Pr[X = i]$ of the probability density function of $X$ at point $i$, and $X(\leq i)$ to denote the value $\Pr[X \leq i]$ of the cumulative density function of $X$ at point $i$. For $S \subseteq \mathbb{Z}$, we write $X(S)$ to denote $\sum_{i \in S} X(i)$ and $X_S$ to denote the conditional distribution of $X$ restricted to $S$.

Total Variation Distance. Recall that the total variation distance between two distributions $X$ and $Y$ over a countable set $D$ is

$$d_{TV}(X, Y) := \frac{1}{2} \cdot \sum_{\alpha \in D} |X(\alpha) - Y(\alpha)| = \max_{S \subseteq D} |X(S) - Y(S)|,$$

with analogous definitions for pairs of distributions over $\mathbb{R}$, over $\mathbb{R}^k$, etc. Similarly, if $X$ and $Y$ are two random variables ranging over a countable set, their total variation distance $d_{TV}(X, Y)$ is defined as the total variation distance between their distributions. We sometimes write “$X \approx Y$” as shorthand for “$d_{TV}(X, Y) \leq \varepsilon$”.

For $X$ and $Y$ with $d_{TV}(X, Y) \leq \varepsilon$, the following coupling lemma justifies thinking of a draw from $Y$ as being obtained by making a draw from $X$, and modifying it with probability at most $\varepsilon$.

Lemma 7 ((Lindvall, 2002)) For random variables $X$ and $Y$ with $d_{TV}(X, Y) \leq \varepsilon$, there is a joint distribution whose marginals are $X$ and $Y$ such that, with probability at least $1 - \varepsilon$, $X = Y$.

Shift-invariance. Let $X$ be a finitely supported real-valued random variable. For an integer $k$ we write $d_{shift,k}(X)$ to denote $d_{TV}(X, X + k)$. We say that $X$ is $\alpha$-shift-invariant at scale $k$ if $d_{shift,k}(X) \leq \alpha$; if $X$ is $\alpha$-shift-invariant at scale 1 then we sometimes simply say that $X$ is $\alpha$-shift-invariant. We will use the following basic fact:

Fact 8

1. If $X$, $Y$ are independent random variables then $d_{shift,k}(X + Y) \leq d_{shift,k}(X)$.

2. Let $X$ be $\alpha$-shift-invariant at scale $p$ and $Y$ (independent from $X$) be $\beta$-shift-invariant at scale $q$. Then $X + Y$ is both $\alpha$-shift-invariant at scale $p$ and $\beta$-shift-invariant at scale $q$. 
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Kolmogorov Distance and the DKW Inequality. Recall that the Kolmogorov distance $d_K(X, Y)$ between probability distributions over the integers is

$$d_K(X, Y) := \max_{j \in \mathbb{Z}} |\Pr[X \leq j] - \Pr[Y \leq j]|,$$

and hence for any interval $I = \{a, a+1, \ldots, a+b\} \subset \mathbb{Z}$ we have that

$$|\Pr[X \in I] - \Pr[Y \in I]| \leq 2d_K(X, Y).$$

Learning any distribution with respect to the Kolmogorov distance is relatively easy, which follows from the Dvoretzky-Kiefer-Wolfowitz (DKW) inequality. Let $\hat{X}_m$ denote the empirical distribution of $m$ i.i.d. samples drawn from $X$. The DKW inequality states that for $m = \Omega((1/\varepsilon^2) \cdot \ln(1/\delta))$, with probability $1 - \delta$ (over the draw of $m$ samples from $X$) the empirical distribution $\hat{X}_m$ will be $\varepsilon$-close to $X$ in Kolmogorov distance:

**Theorem 9 ((Dvoretzky et al., 1956; Massart, 1990))** Let $\hat{X}_m$ be an empirical distribution of $m$ samples from distribution $X$ over the integers. Then for all $\varepsilon > 0$, we have

$$\Pr[d_K(X, \hat{X}_m) > \varepsilon] \leq 2e^{-2m\varepsilon^2}.$$  

Convolving with an $\alpha$-shift invariant distribution can “spread the butter” to transform distributions that are close w.r.t. Kolmogorov distance into distributions that are close with respect to the more demanding total variation distance. The following lemma makes this intuition precise:

**Lemma 10 ((Gopalan et al., 2011))** Let $Y, Z$ be distributions supported on the integers and $X$ be an $\alpha$-shift invariant distribution that is independent of $Y, Z$. Then for any $a, b$ such that $d_K(Y, Z) \leq \alpha b$, we have

$$d_{TV}(Y + X, Z + X) = O(\sqrt{d_K(Y, Z) \cdot \alpha \cdot b}) + \Pr[Y \notin [a, a+b]] + \Pr[Z \notin [a, a+b]].$$

We will also require a multidimensional generalization of Kolmogorov distance and of the DKW inequality. Given probability distributions $X, Y$ over $\mathbb{Z}^d$, the Kolmogorov distance between $X$ and $Y$ is

$$d_K(X, Y) := \max_{(j_1, \ldots, j_d) \in \mathbb{Z}^d} |\Pr[X_i \leq j_i \text{ for all } i \in [d]] - \Pr[Y \leq j_i \text{ for all } i \in [d]]|,$$

and so for any axis-aligned rectangle $R = \prod_{i=1}^d \{a_i, \ldots, a_i + b_i\} \subset \mathbb{Z}^d$ we have

$$|\Pr[X \in R] - \Pr[Y \in R]| \leq 2^d d_K(X, Y).$$

We will use the following generalization of the DKW inequality to the multidimensional setting:

**Lemma 11 ((Talagrand, 1994))** Let $\hat{X}_m$ be an empirical distribution of $m$ samples from distribution $X$ over $\mathbb{Z}^d$. There are absolute constants $c_1, c_2$ and $c_3$ such that, for all $\varepsilon > 0$, for all $m \geq c_1 d / \varepsilon^2$,

$$\Pr[d_K(X, \hat{X}_m) > \varepsilon] \leq c_2^d e^{-c_3 \varepsilon^2 m}.$$  

Covers. Let $\mathcal{P}$ denote a set of distributions over the integers. Given $\delta > 0$, a set of distributions $Q$ is said to be a $\delta$-cover of $\mathcal{P}$ (w.r.t. the total variation distance) if for every distribution $P$ in $\mathcal{P}$ there exists some distribution $Q$ in $Q$ such that $d_{TV}(P, Q) \leq \delta$. We sometimes say that distributions $P, Q$ are $\delta$-neighbors if $d_{TV}(P, Q) \leq \delta$, or that $P$ and $Q$ are $\delta$-close.

**Support and essential support.** We write $\text{supp}(P)$ to denote the support of distribution $P$. Given a distribution $P$ over the integers, we say that $P$ is $\tau$-essentially supported on $S \subset \mathbb{Z}$ if $P(S) \geq 1 - \tau$. 
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4.2 The distributions we work with.

We recall the definition of an $\mathcal{A}$-sum and give some related definitions. For $0 \leq a_1 < \ldots < a_k$ and $\mathcal{A} = \{a_1, \ldots, a_k\}$, a $\mathcal{A}$-sum is a distribution $S = \sum_{i=1}^N X_i$ where the $X_i$'s are independent integer random variables (not assumed to be identically distributed) all of which are supported on the same set of integer values $a_1 < a_2 < \cdots < a_k \in \mathbb{Z}_{\geq 0}$. A Poisson Binomial Distribution, or PBD$_N$, is a $\{0, 1\}$-sum.

A weighted sum of PBDs is a distribution $S = a_2 S_2 + \cdots + a_k S_k$ where each $S_i$ is an independent PBD$_{N_i}$ and $N_2 + \cdots + N_k = N$. Equivalently we have that $S = \sum_{i=1}^N X_i$ where $N_2$ of the $X_i$'s are supported on $\{0, a_2\}$, $N_3$ are supported on $\{0, a_3\}$, and so on.

Let us say that a signed PBD$_N$ is a random variable $S = \sum_{i=1}^N X_i$ where the $X_i$'s are independent and each is either supported on $\{0, 1\}$ or is supported on $\{0, -1\}$. We defined a weighted sum of signed PBDs analogously to the unsigned case.

Finally, we say that an integer valued random variable $X$ has mode 0 if $\Pr[X = 0] \geq \Pr[X = b]$ for all $b \in \mathbb{Z}$.

Translating Poisson Distributions and Discretized Gaussians. We will make use of the translated Poisson distribution for approximating signed PBDs with large variance.

Definition 12 ([Röllin, 2007]) We say that an integer random variable $Y$ is distributed according to the translated Poisson distribution with parameters $\mu$ and $\sigma^2$, denoted $TP(\mu, \sigma^2)$, iff $Y$ can be written as

$$Y = \lfloor \mu - \sigma^2 \rfloor + Z,$$

where $Z$ is a random variable distributed according to $\text{Poisson}(\sigma^2 + \{\mu - \sigma^2\})$, where $\{\mu - \sigma^2\}$ represents the fractional part of $\mu - \sigma^2$.

The following lemma gives a useful bound on the variation distance between a signed PBD and a suitable translated Poisson distribution.

Lemma 13 Let $S$ be a signed PBD$_N$ with mean $\mu$ and variance $\sigma^2 \geq 1$. Then

$$d_{TV}(S, TP(\mu, \sigma^2)) \leq O(1/\sigma).$$

Proof Without loss of generality we may suppose that $S = X_1 + \cdots + X_N$ where $X_1, \ldots, X_M$ are supported on $\{0, -1\}$ with $\mathbb{E}[X_i] = -p_i$ for $i \leq M$, and $X_{M+1}, \ldots, X_N$ are supported on $\{0, 1\}$ with $\mathbb{E}[X_i] = p_i$ for $i > M$. Let $X'_i = X_i + 1$ for $1 \leq i \leq M$, so $S' := X'_1 + \cdots + X'_M + X_{M+1} + \cdots + X_N$ are independent Bernoulli random variables where $\mathbb{E}[X'_i] = 1 - p_i$ for $i \leq M$.

Röllin (2007) (specifically equation (3.4)) shows that if $J_1, \ldots, J_N$ are independent Bernoulli random variables with $\mathbb{E}[J_i] = p_i$, then

$$d_{TV} \left( \sum_{i=1}^N J_i, TP(\mu, \sigma^2) \right) \leq \sqrt{\frac{\sum_{i=1}^N p_i^2 (1 - p_i) + 2}{\sum_{i=1}^N p_i (1 - p_i)}}$$
where $\mu = \sum_{i=1}^{N} p_i$. Applying this to $S'$, we see that for $\mu' = E[S']$, we have

$$
d_{TV}(S', TP(\mu', \sigma^2)) \leq \frac{\sqrt{\sum_{i=1}^{M} p_i (1 - p_i)^3 + \sum_{i=M+1}^{N} p_i^3 (1 - p_i) + 2}}{\sum_{i=1}^{N} p_i (1 - p_i)} \leq O(1/\sigma).$$

The claimed bound follows from this on observing that $S'$ is a translation of $S$ by $M$ and $TP(\mu', \sigma^2)$ is likewise a translation of $TP(\mu, \sigma^2)$ by $M$.

The following bound on the total variation distance between translated Poisson distributions will be useful.

**Lemma 14** ((Barbour and Lindvall, 2006, Lemma 2.1)) For $\mu_1, \mu_2 \in \mathbb{R}$ and $\sigma_1^2, \sigma_2^2 \in \mathbb{R}^+$ with $|\mu_1 - \sigma_1^2| \leq |\mu_2 - \sigma_2^2|$, we have

$$
d_{TV}(TP(\mu_1, \sigma_1^2), TP(\mu_2, \sigma_2^2)) \leq \frac{|\mu_1 - \mu_2|}{\sigma_1} + \frac{|\mu_1 - \sigma_1^2| + 1}{\sigma_1^2}.
$$

We will also use discretized Gaussians, both real-valued and vector-valued (i.e., multidimensional). A draw from the *discretized Gaussian* $\mathcal{N}_D(\mu, \sigma^2)$ is obtained by making a draw from the normal distribution $\mathcal{N}(\mu, \sigma)$ and rounding to the nearest integer. We refer to $\mu$ and $\sigma^2$ respectively as the “underlying mean” and “underlying variance” of $\mathcal{N}_D(\mu, \sigma)$. Similarly, a draw from the multidimensional discretized Gaussian $\mathcal{N}_D(\mu, \Sigma)$ is obtained by making a draw from the multidimensional Gaussian $\mathcal{N}(\mu, \Sigma)$ with mean vector $\mu$ and covariance matrix $\Sigma$ and rounding each coordinate to the nearest integer. To avoid confusion we will always explicitly write “multidimensional” when dealing with a multidimensional Gaussian.

We recall some simple facts about the variation distance between different discretized Gaussian distributions.

**Lemma 15** ((Daskalakis et al., 2013, Proposition B.5)) Let $G$ be distributed as $\mathcal{N}(\mu, \sigma^2)$ and let $\lambda \in \mathbb{R}$. Then $d_{TV}([G + \lambda], [G] + [\lambda]) \leq \frac{1}{2\sigma}$.

The same argument that gives Lemma 15 also gives the following small extension:

**Lemma 16** Let $G$ be distributed as $\mathcal{N}(\mu, \sigma^2)$ and let $\lambda \in \mathbb{R}, \rho \in \mathbb{Z}$. Then $d_{TV}([G + \lambda], [G] + \rho) \leq \frac{|\rho - \lambda|}{2\sigma}$.

We will use the following theorem about approximation of signed PBDs.

**Theorem 17** ((Chen et al., 2011, Theorem 7.1)) For $S$ a signed PBD, $d_{TV}(S, \mathcal{N}_D(\mu, \sigma^2)) \leq O(1/\sigma)$ where $\mu = E[S]$ and $\sigma^2 = \text{Var}[S]$.

The following is a consequence of Theorem 17 and Lemma 16 which we explicitly record for later reference:
Fact 18 Let $S$ be a signed PBD with $\text{Var}[S] = \sigma_S^2$. Then $S$ is $\tau$-shift-invariant at scale 1 for $\tau = O(1/\sigma_S)$, and hence for any integer $c$, the distribution $cS$ is $\tau$-shift-invariant at scale $c$.

We also need a central limit theorem for multinomial distributions. We recall the following result, which is a direct consequence of the “size-free CLT” for Poisson Multinomial Distributions in (Daskalakis et al., 2016). (Below we write $e_i$ to denote the real vector in $\{0,1\}^d$ that has a 1 only in the $i$-th coordinate.)

Theorem 19 Let $X_1, \ldots, X_N$ be independent $\mathbb{Z}^d$-valued random variables where the support of each $X_i$ is contained in the set $\{0, \pm e_1, \ldots, \pm e_d\}$. Let $M = X_1 + \ldots + X_N$. Then we have

$$d_{\text{TV}}(M, \mathcal{N}_D(\mu, \Sigma)) \leq O\left(\frac{d^{3/2}}{\sigma^{1/10}}\right),$$

where $\mu = E[M]$ is the mean and $\Sigma$ is the $d \times d$ covariance matrix of $S$, and $\sigma^2$ is the minimum eigenvalue of $\Sigma$.

Covers and structural results for PBDs. Our proof of Theorem 4, which is about learning PBDs that have been subject to an unknown shifting and scaling, uses the fact that for any $\varepsilon$ there is a “small cover” for the set of all PBD$_N$ distributions. We recall the following (Daskalakis and Papadimitriou, 2015):

Theorem 20 (Cover for PBDs) Let $S$ be any PBD$_N$ distribution. Then for any $\varepsilon > 0$, we have that either

- $S$ is $\varepsilon$-essentially supported on an interval of $O(1/\varepsilon^3)$ consecutive integers (in this case we say that $S$ is in sparse form); or if not,
- $S$ is $\varepsilon$-close to some distribution $u + \text{Bin}(\ell, q)$ where $u, \ell \in \{0, 1, \ldots, N\}$, and $\text{Var}[\text{Bin}(\ell, q)] = \Omega(1/\varepsilon^2)$ (in this case we say that $S$ is in $1/\varepsilon$-heavy Binomial form).

We recall some well-known structural results on PBDs that are in $1/\varepsilon$-heavy Binomial form (see Chen et al., 2011, Theorem 7.1 and p. 231):

Fact 21 Let $Y$ be a PBD$_N$ distribution that is in $1/\varepsilon$-heavy Binomial form as described in Theorem 20. Then

1. $d_{\text{TV}}(Y, Z) = O(\varepsilon)$, where $Z$ is a discretized $\mathcal{N}(E[Y], \text{Var}[Y])$ Gaussian.
2. $d_{\text{shift},1}(Y) = O(\varepsilon)$.

4.3 Extension of the Barbour-Xia coupling lemma

In (Barbour and Xia 1999), Barbour and Xia Barbour and Xia (1999) proved the following lemma concerning the shift-invariance of sums of independent integer random variables.
Lemma 22 ([Barbour and Xia, 1999, Proposition 4.6]) Let $X_1, \ldots, X_N$ be $N$ independent integer valued random variables and let $S = X_1 + \ldots + X_N$. Let $d_{\text{shift}, 1}(X_i) \leq 1 - \delta_i$. Then,

$$d_{\text{shift}, 1}(S) \leq O\left(\frac{1}{\sqrt{\sum_{i=1}^{N} \delta_i}}\right).$$

We require a $d_{\text{shift}, p}$ analogue of this result. To obtain such an analogue we first slightly generalize the above lemma so that it does not require $X_i$ to be supported on $\mathbb{Z}$. The proof uses a simple reduction to the integer case.

Claim 23 Let $X_1, \ldots, X_N$ be $N$ independent finitely supported random variables and let $S = X_1 + \ldots + X_N$. Let $d_{\text{shift}, 1}(X_i) \leq 1 - \delta_i$. Then,

$$d_{\text{shift}, 1}(S) \leq O\left(\frac{1}{\sqrt{\sum_{i=1}^{N} \delta_i}}\right).$$

Proof Assume that for any $i$, the support of $X_i$ is of size at most $k$ and is supported in the interval $[-k, k]$. (By the assumption of finite support this must hold for some integer $k$.) Given any $X_i$, create a new random variable $Y_i$ which is defined as follows: First, let us partition the support of $X_i$ by putting two outcomes into the same cell whenever the difference between them is an integer. Let $S_j^{(i)}$, $j = 1, \ldots, k_i$, be the non-empty cells, so $k_i \leq k$, and, for each $S_j^{(i)}$, there is a real $\beta_j$ such that $S_j^{(i)} \in [\beta_j + \ell : \ell \in \mathbb{Z}]$. Let $\gamma_{j,i}$ denote the smallest element of $S_j^{(i)}$. Let us define integers $\{m_{j,i}\}_{1 \leq j \leq k, 1 \leq i \leq N}$ as follows: $m_{j,i} = (N \cdot k)^{k+1}$. The random variable $Y_i$ is defined as follows: For all $\ell \in \mathbb{Z}^+$, let the map $M_i$ send $\gamma_j, i + \ell$ to $m_{j,i} + \ell$. The probability distribution of $Y_i$ is the distributed induced by the map $M_i$ when acting on $X_i$, i.e. a draw from $Y_i$ is obtained by drawing $x_i$ from $X_i$ and outputting $M_i(x_i)$. It is clear that $Y_i$ is integer-valued and satisfies

$$d_{\text{shift}, 1}(X_i) = d_{\text{shift}, 1}(Y_i).$$

Now consider a sequence of outcomes $Y_1 = y_1, \ldots, Y_N = y_N$ and $Y'_1 = y'_1, \ldots, Y'_N = y'_N$ such that

$$\left| \sum_{i=1}^{N} (y_i - y'_i) \right| = 1.$$

We can write each $y_i$ as $m_{\alpha_i, i} + \delta_i$ where each $1 \leq \alpha_i \leq k$ and each $-k \leq \delta_i \leq k$. Likewise, $y'_i = m_{\alpha'_i, i} + \delta'_i$ where each $1 \leq \alpha'_i \leq k$ and each $-k \leq \delta'_i \leq k$. Since $m_{j,i} = (N \cdot k)^{k+1}$, it is easy to see that the following must hold:

For all $i = 1, \ldots, N$, $m_{\alpha_i, i} = m_{\alpha'_i, i}$ and $\left| \sum_{i=1}^{N} (\delta_i - \delta'_i) \right| = 1$.

This immediately implies that $d_{\text{shift}, 1}\left(\sum_{i=1}^{N} X_i\right) = d_{\text{shift}, 1}\left(\sum_{i=1}^{N} Y_i\right)$. Applying Lemma 22, we have that

$$d_{\text{shift}, 1}\left(\sum_{i=1}^{N} Y_i\right) \leq O\left(\frac{1}{\sqrt{\sum_{i=1}^{N} \delta_i}}\right),$$

where $\sum_{i=1}^{N} \delta_i = 1$. Therefore,

$$d_{\text{shift}, 1}\left(\sum_{i=1}^{N} Y_i\right) \leq O\left(\frac{1}{\sqrt{\sum_{i=1}^{N} \delta_i}}\right).$$
which finishes the upper bound. □

This immediately yields the following corollary.

**Corollary 24** Let $X_1, \ldots, X_N$ be finitely supported independent integer valued random variables. Let $d_{\text{shift}, p}(X_i) \leq 1 - \delta_i$. Then, for $S = \sum_{i=1}^{N} X_i$, we have

$$d_{\text{shift}, p}(S) = O\left(\frac{1}{\sqrt{\sum_{i=1}^{N} \delta_i}}\right).$$

**Proof** Let $Y_i = X_i/p$ for all $1 \leq i \leq N$. Then for $S' = \sum_{i=1}^{N} Y_i$, it is clear that $d_{\text{shift}, 1}(S') = d_{\text{shift}, p}(S)$. Applying Claim 23, we get the corollary. □

### 4.4 Other background results on distribution learning.

**Learning distributions with small essential support.** We recall the following folklore result, which says that distributions over a small essential support can be learned efficiently:

**Fact 25** There is an algorithm $A$ with the following performance guarantee: $A$ is given a positive integer $s$, an accuracy parameter $\varepsilon$, a confidence parameter $\delta$, and access to i.i.d. draws from an unknown distribution $P$ over $\mathbb{Z}$ that is promised to be $\varepsilon$-essentially supported on some set $S$ with $|S| = s$. Algorithm $A$ makes $m = \text{poly}(s, 1/\varepsilon, \log(1/\delta))$ draws from $P$, runs for time $\text{poly}(s, 1/\varepsilon, \log(1/\delta))$ and with probability at least $1 - \delta$ outputs a hypothesis distribution $\tilde{P}$ such that $d_{\text{TV}}(P, \tilde{P}) \leq 2\varepsilon$.

(The algorithm of Fact 25 simply returns the empirical distribution of its $m$ draws from $P$.) Note that by Fact 25 if $S$ is a sum of $N < \text{poly}(1/\varepsilon)$ integer random variables then there is a $\text{poly}(1/\varepsilon)$-time, $\text{poly}(1/\varepsilon)$-sample algorithm for learning $S$, simply because the support of $S$ is contained in a set of size $\text{poly}(1/\varepsilon)$. Thus in the analysis of our algorithm for $k = 3$ we can (and do) assume that $N$ is larger than any fixed $\text{poly}(1/\varepsilon)$ that arises in our analysis.

#### 4.4.1 Hypothesis selection and “guessing”.

To streamline our presentation as much as possible, many of the learning algorithms that we present are described as “making guesses” for different values at various points in their execution. For each such algorithm our analysis will establish that with very high probability there is a “correct outcome” for the guesses which, if it is achieved (guessed), results in an $\varepsilon$-accurate hypothesis. This leads to a situation in which there are multiple hypothesis distributions (one for each possible outcome for the guesses that the algorithm makes), one of which has high accuracy, and the overall learning algorithm must output (with high probability) a high-accuracy hypothesis. Such situations have been studied by a range of authors (see Yatracos, 1985; Daskalakis and Kamath, 2014; Suresh et al., 2014; Daskalakis et al., 2012a; De et al., 2015) and a number of different procedures are known which can do this. For concreteness we recall one such result, (De et al., 2015, Proposition 6):
Proposition 26 Let $D$ be a distribution over a finite set $W$ and let $D_\epsilon = \{D_j\}_{j=1}^{M}$ be a collection of $M$ hypothesis distributions over $W$ with the property that there exists $i \in [M]$ such that $d_{TV}(D, D_i) \leq \epsilon$. There is an algorithm Select$^D$ which is given $\epsilon$ and a confidence parameter $\delta$, and is provided with access to (i) a source of i.i.d. draws from $D$ and from $D_i$, for all $i \in [M]$; and (ii) an “evaluation oracle” eval$_{D_i}$, for each $i \in [M]$, which, on input $w \in W$, deterministically outputs the value $D_i(w)$. The Select$^D$ algorithm has the following behavior: It makes $m = O \left( \frac{1}{\epsilon^2} \cdot (\log M + \log(1/\delta)) \right)$ draws from $D$ and from each $D_i$, $i \in [M]$, and $O(m)$ calls to each oracle eval$_{D_i}$, $i \in [M]$. It runs in time $\text{poly}(m, M)$ (counting each call to an eval$_{D_i}$ oracle and draw from a $D_i$ distribution as unit time), and with probability $1 - \delta$ it outputs an index $i^* \in [M]$ that satisfies $d_{TV}(D, D_{i^*}) \leq 6\epsilon$.

We shall apply Proposition 26 via the following simple corollary (the algorithm $A'$ described below works simply by enumerating over all possible outcomes of all the guesses and then running the Select$^D$ procedure of Proposition 26):

Corollary 27 Suppose that an algorithm $A$ for learning an unknown distribution $D$ works in the following way: (i) it “makes guesses” in such a way that there are a total of $M$ possible different vectors of outcomes for all the guesses; (ii) for each vector of outcomes for the guesses, it makes $m$ draws from $D$ and runs in time $T$; (iii) with probability at least $1 - \delta$, at least one vector of outcomes for the guesses results in a hypothesis $\tilde{D}$ such that $d_{TV}(D, \tilde{D}) \leq \epsilon$, and (iv) for each hypothesis distribution $D'$ corresponding to a particular vector of outcomes for the guesses, $A$ can simulate a random draw from $D'$ in time $T'$ and can simulate a call to the evaluation oracle eval$_{D'}$ in time $T'$. Then there is an algorithm $A'$ that makes $m' = O \left( \frac{1}{\epsilon^2} \cdot (\log M + \log(1/\delta)) \right)$ draws from $D$; runs in time $O(TM) + \text{poly}(m, M, T')$; and with probability at least $1 - 2\delta$ outputs a hypothesis distribution $\tilde{D}$ such that $d_{TV}(D, \tilde{D}) \leq 6\epsilon$.

We will often implicitly apply Corollary 27 by indicating a series of guesses and specifying the possible outcomes for them. It will always be easy to see that the space of all possible vectors of outcomes for all the guesses can be enumerated in the required time. In Appendix A we discuss the specific form of the hypothesis distributions that our algorithm produces and show that the time required to sample from or evaluate any such hypothesis is not too high (at most $1/\epsilon^{2\text{poly}(k)}$ when $|A| = 3$, hence negligible given our claimed running times).

4.5 Small error

We freely assume throughout that the desired error parameter $\epsilon$ is at most some sufficiently small absolute constant value.

4.6 Fano’s inequality and lower bounds on distribution learning.

A useful tool for our lower bounds is Fano’s inequality, or more precisely, the following extension of it given by Ibragimov and Has’minskii (1981) and Assouad and Birge (1983):

Theorem 28 (Generalization of Fano’s Inequality.) Let $P_1, \ldots, P_{t+1}$ be a collection of $t + 1$ distributions such that for any $i \neq j \in [t + 1]$, we have (i) $d_{TV}(P_i, P_j) \geq \alpha/2$, and (ii) $D_{KL}(P_i || P_j) \leq \beta$, where $D_{KL}$ denotes Kullback-Leibler divergence. Let $A$ be a learning algorithm which is given samples from an unknown distribution $P$ which is promised to be one of
\( P_1, \ldots, P_{t+1} \) and which outputs an index \( i \in [t+1] \) specifying a distribution \( P_i \). Then, to achieve expected error \( \mathbb{E}[d_{TV}(P, P_i)] \leq \alpha/4 \) (where the expectation is over the random samples from \( P \)), algorithm \( A \) must have sample complexity \( \Omega \left( \frac{\ln t}{\beta^2} \right) \).

5. Tools for kernel-based learning

At the core of our actual learning algorithm is the well-known technique of learning via the “kernel method” (see Devroye and Lugosi, 2001). In this section we set up some necessary machinery for applying this technique in our context.

The goal of this section is ultimately to establish Lemma 35, which we will use later in our main learning algorithm. Definition 29 and Lemma 35 together form a “self-contained take-away” from this section.

We begin with the following important definition.

**Definition 29** Let \( Y, Z \) be two distributions supported on \( Z \). We say that \( Y \) is \((\varepsilon, \delta)\)-kernel learnable from \( T = T(\varepsilon, \delta) \) samples using \( Z \) if the following holds: Let \( \tilde{Y} = \{y_1, \ldots, y_{T_1}\} \) be a multiset of \( T_1 \geq T \) i.i.d. samples drawn from \( Y \) and let \( U_{\tilde{Y}} \) be the uniform distribution over \( \tilde{Y} \). Then with probability \( 1 - \delta \) (over the outcome of \( \tilde{Y} \)) it is the case that \( d_{TV}(U_{\tilde{Y}} + Z, Y) \leq \varepsilon \).

Intuitively, the definition says that convolving the empirical distribution \( U_{\tilde{Y}} \) with \( Z \) gives a distribution which is close to \( Y \) in total variation distance. Note that once \( T_1 \) is sufficiently large, \( U_{\tilde{Y}} \) is close to \( Y \) in Kolmogorov distance by the DKW inequality. Thus, convolving with \( Z \) smoothen \( U_{\tilde{Y}} \).

The next lemma shows that if \( Y \) is \((\varepsilon, \delta)\)-kernel learnable, then a mixtures of shifts of \( Y \) is also \((\varepsilon, \delta)\)-kernel learnable with comparable parameters (provided the number of components in the mixture is not too large).

**Lemma 30** Let \( Y \) be \((\varepsilon, \delta)\)-kernel learnable using \( Z \) from \( T(\varepsilon, \delta) \) samples. If \( X \) is a mixture (with arbitrary mixing weights) of distributions \( c_1 + Y, \ldots, c_k + Y \) for some integers \( c_1, \ldots, c_k \), then \( X \) is \((7\varepsilon, 2\delta)\)-kernel learnable from \( T' \) samples using \( Z \), provided that \( T' \geq \max \left\{ \frac{kT(\varepsilon, \delta/k)}{\varepsilon}, C \cdot \frac{k^2 \log(k/\delta)}{\varepsilon^2} \right\} \).

**Proof** Let \( \pi_j \) denote the weight of distribution \( c_j \) in the mixture \( X \). We view the draw of a sample point from \( X \) as a two stage process, where in the first stage an index \( 1 \leq j \leq k \) is chosen with probability \( \pi_j \) and in the second stage a random draw is made from the distribution \( c_j + Y \).

Consider a draw of \( T' \) independent samples \( x_1, \ldots, x_{T'} \) from \( X \). In the draw of \( x_i \), let the index chosen in the first stage be denoted \( j_i \) (note that \( 1 \leq j_i \leq k \)). For \( j \in [k] \) define

\[
S_j = \{ 1 \leq i \leq T' : j_i = j \}.
\]

The idea behind Lemma 30 is simple. Those \( j \) such that \( \pi_j \) is small will have \( |S_j| \) small and will not contribute much to the error. Those \( j \) such that \( \pi_j \) is large will have \( |S_j|/T' \) very close to \( \pi_j \) so their cumulative contribution to the total error will also be small since each such \( \mathbb{U}_{\{x_i : i \in S_j\}} + Z \) is very close to the corresponding \( c_j + Y \). We now provide details.

Since \( T' \geq O \left( \frac{k^2 \log(k/\delta)}{\varepsilon^2} \right) \), a simple Chernoff bound and union bound over all \( j \in [k] \) gives that

\[
\left| \frac{|S_j|}{T'} - \pi_j \right| \leq \varepsilon/k \quad \text{for all } j \in [k]
\] (1)
with probability at least $1 - \delta$. For the rest of the analysis we assume that indeed (1) holds. We observe that even after conditioning on (1) and on the outcome of $j_1, \ldots, j_T$, it is the case that for each $i \in [T']$ the value $x_i$ is drawn independently from $c_j + Y$.

Let $\text{Low}$ denote the set $\{1 \leq j \leq k : T' \cdot (\pi_j - \varepsilon/k) \leq T(\varepsilon, \delta/k)\}$, so each $j \notin \text{Low}$ satisfies $T' \cdot (\pi_j - \varepsilon/k) \geq T(\varepsilon, \delta/k)$. Fix any $j \notin \text{Low}$. From (1) and the definition of $\text{Low}$ we have that $|S_j| \geq T' \cdot (\pi_j - \varepsilon/k) \geq T(\varepsilon, \delta/k)$, and since $c_j + Y$ is $(\varepsilon, \delta/k)$-kernel learnable from $T(\varepsilon, \delta/k)$ samples using $Z$, it follows that with probability at least $1 - \delta/k$ we have

$$d_{TV} \left( \mathbf{U}_{\{x_i : i \in S_j\}} + Z, c_j + Y \right) \leq \varepsilon,$$

and thus

$$\sum_{z \in Z} \left| \frac{|S_j|}{T'} \Pr[\mathbf{U}_{\{x_i : i \in S_j\}} + Z = z] - \pi_j \Pr[Y = z] \right| \leq \left| \frac{|S_j|}{T'} - \pi_j \right| + \max \left\{ \frac{|S_j|}{T'}, \pi_j \right\} \cdot \frac{\varepsilon}{2}. \quad (2)$$

By a union bound, with probability at least $1 - \delta$ the bound (2) holds for all $j \notin \text{Low}$. For $j \in \text{Low}$, we trivially have

$$\sum_{z \in Z} \left| \frac{|S_j|}{T'} \Pr[\mathbf{U}_{\{x_i : i \in S_j\}} + Z = z] - \pi_j \Pr[Y = z] \right| \leq \frac{|S_j|}{T'} + \pi_j \leq \frac{|S_j|}{T'} - \pi_j + 2 \cdot \pi_j.$$

Next, note that

$$\sum_{j \in \text{Low}} \pi_j \leq \sum_{j \in \text{Low}} \left( \frac{T(\varepsilon, \delta/k)}{T'} + \varepsilon/k \right) \leq \sum_{j \in \text{Low}} (\varepsilon/k + \varepsilon/k) \leq 2\varepsilon.$$

Thus, we obtain that

$$\sum_{j = 1}^{k} \sum_{z \in Z} \left| \frac{|S_j|}{T'} \Pr[\mathbf{U}_{\{x_i : i \in S_j\}} + Z = z] - \sum_{j = 1}^{k} \pi_j \Pr[Y = z] \right| \leq \sum_{j = 1}^{k} \sum_{z \in Z} \left| \frac{|S_j|}{T'} - \pi_j \right| + \sum_{j \in \text{Low}} \max \left\{ \frac{|S_j|}{T'}, \pi_j \right\} \cdot \frac{\varepsilon}{2} + 2 \sum_{j \in \text{Low}} \pi_j \leq 7\varepsilon.$$

As $X$ is obtained by mixing $c_1 + Y, \ldots, c_k + Y$ with weights $\pi_1, \ldots, \pi_k$ and $U_{x_1, \ldots, x_T}$ is obtained by mixing $\mathbf{U}_{\{x_i : i \in S_1\}}, \ldots, \mathbf{U}_{\{x_i : i \in S_k\}}$ with weights $\frac{|S_1|}{T'}, \ldots, \frac{|S_k|}{T'}$, the lemma is proved.

The next lemma is a formal statement of the well-known robustness of kernel learning; roughly speaking, it says that if $X$ is kernel learnable using $Z$ then any $X'$ which is close to $X$ is likewise kernel learnable using $Z$. 
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Lemma 31 Let $X$ be $(\varepsilon, \delta)$-kernel learnable using $Z$ from $T(\varepsilon, \delta)$ samples, and suppose that $0 < d_{TV}(X, X') = \kappa < 1$. If $T_0 > \max\{T(\varepsilon, \delta), C \cdot \log(1/\delta) / \varepsilon^2\}$, then $X'$ is $(2\varepsilon + 2\kappa, 2\delta)$-kernel learnable from $T_0$ samples using $Z$.

Proof We establish some useful notation: let $X_{\text{common}}$ denote the distribution defined by

$$\Pr[X_{\text{common}} = i] = \frac{\min\{\Pr[X = i], \Pr[X' = i]\}}{\sum_i \min\{\Pr[X = i], \Pr[X' = i]\}},$$

let $X_{\text{residual}}$ denote the distribution defined by

$$\Pr[X_{\text{residual}} = i] = \frac{\Pr[X = i] - \min\{\Pr[X = i], \Pr[X' = i]\}}{\sum_i (\Pr[X = i] - \min\{\Pr[X = i], \Pr[X' = i]\})},$$

and likewise let $X'_{\text{residual}}$ denote the distribution defined by

$$\Pr[X'_{\text{residual}} = i] = \frac{\Pr[X' = i] - \min\{\Pr[X = i], \Pr[X' = i]\}}{\sum_i (\Pr[X' = i] - \min\{\Pr[X = i], \Pr[X' = i]\})}.$$

A draw from $X$ (from $X'$ respectively) may be obtained as follows: draw from $X_{\text{common}}$ with probability $1 - \kappa$ and from $X_{\text{residual}}$ (from $X'_{\text{residual}}$ respectively) with the remaining $\kappa$ probability. To see this, note that if $\bar{X}$ is a random variable generated according to this two-stage process and $C \in \{0, 1\}$ is an indicator variable for whether the draw was from $X_{\text{common}}$, then, since $\kappa = 1 - \sum_i \min\{\Pr[X = i], \Pr[X' = i]\}$, we have

$$\Pr[\bar{X} = i] = \Pr[\bar{X} = i \land C = 1] + \Pr[\bar{X} = i \land C = 0]
= \frac{\min\{\Pr[X = i], \Pr[X' = i]\}}{1 - \kappa} \times (1 - \kappa)
+ \frac{\Pr[X' = i] - \min\{\Pr[X = i], \Pr[X' = i]\}}{1 - (1 - \kappa)} \times \kappa
= \Pr[X = i].$$

We consider the following coupling of $(X, X')$: to make a draw of $(x, x')$ from the coupled joint distribution $(X, X')$, draw $x_{\text{common}}$ from $X_{\text{common}}$, draw $x_{\text{residual}}$ from $X_{\text{residual}}$, and draw $x'_{\text{residual}}$ from $X'_{\text{residual}}$. With probability $1 - \kappa$ output $(x_{\text{common}}, x_{\text{common}})$ and with the remaining $\kappa$ probability output $(x_{\text{residual}}, x'_{\text{residual}})$.

Let $((x_1, x'_1), \ldots, (x_{T_0}, x'_{T_0}))$ be a sample of $T_0$ pairs each of which is independently drawn from the coupling of $(X, X')$ described above. Let $\bar{X} = (x_1, \ldots, x_{T_0})$ and $\bar{X}' = (x'_1, \ldots, x'_{T_0})$ and observe that $\bar{X}$ is a sample of $T_0$ i.i.d. draws from $X$ and similarly for $\bar{X}'$. We have

$$d_{TV}(U_{\bar{X}} + Z, U_{\bar{X}'}, Z) \leq d_{TV}(U_{\bar{X}} + Z, U_{\bar{X}} + Z) + d_{TV}(U_{\bar{X}} + Z, X) + d_{TV}(X, X')
\leq d_{TV}(U_{\bar{X}} + Z, U_{\bar{X}}) + \varepsilon + \kappa$$

(by the data processing inequality for $\ell_1$),

where the second inequality holds with probability $1 - \delta$ over the draw of $\bar{X}$ since $T_0 \geq T(\varepsilon, \delta)$. A simple Chernoff bound tells us that with probability at least $1 - \delta$, the fraction of the $T_0 \geq C \cdot \log(1/\delta) / \varepsilon^2$ pairs that are of the form $(x_{\text{residual}}, x'_{\text{residual}})$ is at most $\kappa + \varepsilon$. Given that this happens we have $d_{TV}(U_{\bar{X}} + U_{\bar{X}'}) \leq \kappa + \varepsilon$, and the lemma is proved.
To prove the next lemma (Lemma 33 below) we will need a multidimensional generalization of
the usual coupling argument used to prove the correctness of the kernel method. This is given by
the following proposition:

**Proposition 32** For all $1 \leq j \leq k$, let $a_j, b_j \in \mathbb{Z}$ with $b_j \geq 1$ and let $\mathcal{B}$ be the subset of $\mathbb{Z}^k$ given
by $\mathcal{B} = [a_1, a_1 + b_1] \times \ldots \times [a_k, a_k + b_k]$. Let $X, Y$ be random variables supported on $\mathbb{Z}^k$ such
that $\Pr[X \notin \mathcal{B}], \Pr[Y \notin \mathcal{B}] \leq \delta$. Let $Z$ be a random variable supported on $\mathbb{Z}^k$ such that for all
$1 \leq j \leq k$, $d_{TV}(Z, Z + e_j) \leq \beta_j$. If $d_K(X, Y) \leq \lambda$, $\beta_j \leq \rho/b_j$ for all $j$ (where $\rho \geq 1$), and $Z$ is
independent of $X$ and $Y$, then

$$d_{TV}(X + Z, Y + Z) \leq 2\delta + O\left(4^k\lambda^{1/2} \rho^{1/2}\right).$$

**Proof** Let $d_1 \leq b_1, \ldots, d_k \leq b_k$ be positive integers that we will fix later. Divide the box $\mathcal{B}$ into
boxes of size at most $d_1 \times \ldots \times d_k$ by dividing each $[a_i, a_i + b_i]$ into intervals of size $d_i$ (except possibly
the last interval which may be smaller). Let $S$ denote the resulting set of $k$-dimensional boxes induced by these intervals, and note that the number of boxes in $S$ is $\ell_1 \times \ldots \times \ell_k$ where
$\ell_j = [b_j/d_j]$.

Let $\mu_X$ and $\mu_Y$ be the probability measures associated with $X$ and $Y$, and let $\mu_{X,\mathcal{B}}$ and $\mu_{Y,\mathcal{B}}$
be the restrictions of $\mu_X$ and $\mu_Y$ to the box $\mathcal{B}$ (so $\mu_X$ and $\mu_Y$ assign value zero to any point not
in $\mathcal{B}$). For a box $S \in S$, let $\mu_{X,S}$ denote the restriction of $\mu_X$ to $S$. Let $x_S = \Pr[X \in S]$ and
$y_S = \Pr[Y \in S]$. Let $w_S = \min\{x_S, y_S\}$. Let $X_S$ and $Y_S$ be the random variables obtained by conditioning
$X$ and $Y$ on $S$, and $\mu_{X,S}$ and $\mu_{Y,S}$ be their measures. Note that $\mu_{X,S} = x_S \cdot \mu_{X,S}$ and
$\mu_{Y,S} = y_S \cdot \mu_{Y,S}$. With this notation in place, using $f \ast g$ to denote the convolution of the measures
$f$ and $g$, we now have

$$d_{TV}(X + Z, Y + Z) = \frac{1}{2} \ell_1(\mu_{X+Z}, \mu_{Y+Z})$$

$$= \frac{1}{2} \ell_1(\mu_X \ast \mu_Z, \mu_Y \ast \mu_Z)$$

$$\leq \Pr[X \notin \mathcal{B}] + \Pr[Y \notin \mathcal{B}] + \frac{1}{2} \ell_1(\mu_{X,\mathcal{B}} \ast \mu_Z, \mu_{Y,\mathcal{B}} \ast \mu_Z)$$

$$\leq 2\delta + \frac{1}{2} \sum_{S \in S} \ell_1(x_S \mu_{X,S} \ast \mu_Z, y_S \mu_{Y,S} \ast \mu_Z)$$

$$\leq 2\delta + \frac{1}{2} \sum_{S \in S} \ell_1(w_S \mu_{X,S} \ast \mu_Z, w_S \mu_{Y,S} \ast \mu_Z) + \sum_{S \in S} |x_S - y_S|$$

$$\leq 2\delta + \frac{1}{2} \sum_{S \in S} w_S \ell_1(\mu_{X,S} \ast \mu_Z, \mu_{Y,S} \ast \mu_Z) + |S| \cdot 2^k \lambda$$

$$\leq 2\delta + \sum_{S \in S} w_S d_{TV}(X_S + Z, Y_S + Z) + |S| \cdot 2^k \lambda.$$
we get that $d_{TV}(X_S + Z, Y_S + Z) \leq \sum_{i=1}^{k} \beta_i (d_i - 1)$. Thus, using that $|S| = \prod_{j=1}^{k} [b_j/d_j]$ and $\sum_{S \in S} w_S \leq 1$, we have

$$d_{TV}(X + Z, Y + Z) \leq 2\delta + \sum_{S \in S} w_S \cdot (\sum_{i=1}^{k} \beta_i (d_i - 1)) + 4^{k} \lambda \cdot \prod_{j=1}^{k} (b_j/d_j).$$

Optimizing the parameters $d_1, \ldots, d_k$, we set each $d_i = \left\lceil \left( \frac{\lambda}{\rho} \right)^{\frac{1}{k+1}} b_i \right\rceil$ which yields

$$d_{TV}(X + Z, Y + Z) \leq 2\delta + (k + 4^{k}) \lambda^{\frac{1}{k+1}} \rho^{1-\frac{1}{k+1}},$$

completing the proof.

Now we can prove Lemma 33, which we will use to prove that a weighted sum of high-variance PBDs is kernel-learnable for appropriately chosen smoothening distributions.

**Lemma 33** Let independent random variables $X_1, \ldots, X_k$ over $\mathbb{Z}$, and $\rho \geq 1$, be such that

1. For $1 \leq j \leq k$, there exist $a_j, b_j \in \mathbb{Z}$, such that $\Pr[X_j \notin [a_j, a_j + b_j]] \leq \delta_j$.

2. For all $1 \leq j \leq k$, $d_{\text{shift},1}(X_j) \leq \beta_j \leq \rho/b_j$.

Let $Y = \sum_{j=1}^{k} p_j \cdot X_j$ for some integers $p_1, \ldots, p_k$. Let $Z_j$ be the uniform distribution on the set $\mathbb{Z} \cap [-c_j, c_j]$ where $c_j \in \mathbb{Z}$ satisfies $c_j = \Theta(\rho b_j)$ and $1 \leq c_j \leq b_j$ and $Z_1, \ldots, Z_k$ are mutually independent and independent of $X_1, \ldots, X_k$. Define $Z = \sum_{j=1}^{k} p_j \cdot Z_j$. Then, $Y$ is $(\varepsilon + 4(\delta_1 + \ldots + \delta_k), \delta)$-kernel learnable using $Z$ from $T = \frac{\exp(O(k^2))}{\varepsilon^2} \cdot \rho^{O(k)} \cdot \log(1/\delta) + \log(4k) \cdot \max_j 1/\delta_j^2$ samples.

**Proof** We first observe that

$$d_{TV}(Y + Z, Y) \leq \sum_{j=1}^{k} d_{TV}(p_j \cdot X_j + p_j \cdot Z_j, p_j \cdot X_j)$$

$$= \sum_{j=1}^{k} d_{TV}(X_j + Z, X_j) \leq \sum_{j=1}^{k} \frac{\rho c_j}{b_j} = \Theta(\varepsilon) \tag{3}$$

where the last inequality uses the fact that $Z_j$ is supported on the interval $[-c_j, c_j]$ and $d_{\text{shift},1}(X_j) \leq \frac{\rho}{b_j}$. Now, consider a two-stage sampling process for an element $y \leftarrow Y$: For $1 \leq j \leq k$, we sample $x_j^{(y)} \sim X_j$ and then output $y = \sum_{j=1}^{k} p_j \cdot x_j^{(y)}$. Thus, for every sample $y$, we can associate a sample $x^{(y)} = (x_1^{(y)}, \ldots, x_k^{(y)})$. For $y_1, \ldots, y_T \leftarrow Y$, let $x^{(y_1)}, \ldots, x^{(y_T)}$ denote the corresponding samples from $\mathbb{Z}^k$. Let $U_X$ denote the uniform distribution over the multiset of $T$ samples $x^{(y_1)}, \ldots, x^{(y_T)}$, and let $U_{\hat{\rho}}$ denote the uniform distribution on $y_1, \ldots, y_T$. Let
**Sparse Collective Support**

\( X_{\text{multi}} = (X_1, X_2, \ldots, X_k) \). By Lemma 11, we get that if \( T \geq c(k + \log(1/\delta))/\eta^2 \) (for a parameter \( \eta \) we will fix later), then with probability \( 1 - \epsilon/2 \) we have \( d_K(X_{\text{multi}}, U_{\hat{X}}) \leq \eta \); moreover, if \( T \geq \log(4k^2) \cdot \max_j 1/\delta^2_j \), then by a Chernoff bound and a union bound we have that \( \Pr[(U_{\hat{X}})_j \notin [a_j, a_j + b_j]] \leq 2\delta_j \) for \( 1 \leq j \leq k \) (which we will use later) with probability \( 1 - \epsilon/2 \).

In the rest of the argument we fix such an \( \hat{X} \) satisfying these conditions, and show that for the corresponding \( \bar{Y} \) we have \( d_{TV}(Y, U_{\bar{Y}} + Z) \leq 4(\delta_1 + \ldots + \delta_k) + \varepsilon \), thus establishing kernel learnability of \( Y \) using \( Z \).

Next, we define \( Z_{\text{multi}} = (Z_1, \ldots, Z_k) \), with the aim of applying Proposition 32. We observe that \( d_{TV}(Z_{\text{multi}}, Z_{\text{multi}} + e_j) \leq 1/\epsilon_j \) and as noted above, for \( 1 \leq j \leq k \) we have \( \Pr[(U_{\hat{X}})_j \notin [a_j, a_j + b_j]] \leq 2\delta_j \). Define the box \( B = [a_1, a_1 + b_1] \times \ldots \times [a_k, a_k + b_k] \). Applying Proposition 32, we get

\[
d_{TV}(X_{\text{multi}} + Z_{\text{multi}}, U_{\hat{X}} + Z_{\text{multi}}) \leq 4(\delta_1 + \ldots + \delta_k) + O \left( 4^k \eta \frac{1}{\epsilon^4} \left( \frac{k \rho}{\Theta(\varepsilon)} \right)^{1-\frac{1}{\epsilon^4}} \right)
\]

since \( \sum_j \beta_j \leq \varepsilon \). Taking an inner product with \( \bar{p} = (p_1, \ldots, p_k) \), we get

\[
d_{TV}(Y + Z, U_{\bar{Y}} + Z) = d_{TV}(\langle \bar{p}, X_{\text{multi}} + Z_{\text{multi}} \rangle, \langle \bar{p}, U_{\hat{X}} + Z_{\text{multi}} \rangle) \\
\leq d_{TV}(X_{\text{multi}} + Z_{\text{multi}}, U_{\hat{X}} + Z_{\text{multi}}) \\
\leq 4(\delta_1 + \ldots + \delta_k) + O \left( 4^k \eta \frac{1}{\epsilon^4} \left( \frac{k \rho}{\Theta(\varepsilon)} \right)^{1-\frac{1}{\epsilon^4}} \right).
\]

Combining this with (3), we get that

\[
d_{TV}(Y, U_{\bar{Y}} + Z) \leq 4(\delta_1 + \ldots + \delta_k) + O \left( 4^k \eta \frac{1}{\epsilon^4} \left( \frac{k \rho}{\Theta(\varepsilon)} \right)^{1-\frac{1}{\epsilon^4}} \right) + \Theta(\varepsilon), \tag{4}
\]

Setting \( \eta = \frac{e^{2k+1}}{4^{k+1}k^k \rho^\varepsilon} \), the condition \( T \geq c(k + \log(1/\delta))/\eta^2 \) from earlier becomes

\[
T \geq c(k + \log(1/\delta))/\eta^2 = \frac{e^{O(k^2)}}{\varepsilon^{O(k)}} \cdot \rho^{2k} \cdot \log(1/\delta)
\]

and we have \( d_{TV}(Y, U_{\bar{Y}} + Z) \leq 4(\delta_1 + \ldots + \delta_k) + \Theta(\varepsilon) \), proving the lemma.

We specialize Lemma 33 to establish kernel learnability of weighted sums of signed PBDs as follows:

**Corollary 34** Let \( S_1, \ldots, S_k \) be independent signed PBDs and let \( Y = \sum_{j=1}^k p_j \cdot S_j \). Let \( \sigma_j^2 = \text{Var}[S_j] = \omega(k^2/\varepsilon^2) \) and let \( Z_j \) be the uniform distribution on \([-c_j, c_j] \cap \mathbb{Z} \) where \( c_j = \Theta(\varepsilon \cdot \sigma_j/k) \). Let \( Z = \sum_{j=1}^k p_j \cdot Z_j \). Then \( Y \) is \((\varepsilon, \delta)\)-kernel learnable using \( Z \) from \( T = \frac{\varepsilon^{O(k)}}{\varepsilon \sigma_j(k)} \cdot \log(1/\delta) \) samples.

**Proof** Note that for \( 1 \leq j \leq k \), there are integers \( a_j \) such that for \( b_j = O(\sigma_j \cdot \ln(k/\varepsilon)) \), by Bernstein’s inequality we have \( \Pr[S_j \notin [a_j, a_j + b_j]] \leq \varepsilon/k \). Also, recall from Fact 18 that
\[ d_{\text{shift},1}(S_j) = \frac{O(1)}{\sigma_j}. \] Since each \( c_j \) satisfies \( 1 \leq c_j \leq b_j \), we may apply Lemma 33 and we get that \( Y \) is \((O(\varepsilon), \delta)\)-kernel learnable using \( T = \frac{O(k^2)}{\varepsilon O(\delta)} \cdot \log(1/\delta) \) samples.

(It should be noted that while the previous lemma shows that a weighted sum of signed PBDs that have “large variance” are kernel learnable, the hypothesis \( U_{\bar{Y}} + Z \) is based on \( Z \) and thus constructing it requires knowledge of the variances \( \sigma_1, \ldots, \sigma_j \), thus Lemma 33 does not immediately yield an efficient learning algorithm when the variances of the underlying PBDs are unknown. We will return to this issue of knowing (or guessing) the variances of the constituent PBDs later.)

Finally, we generalize Corollary 34 to obtain a robust version. Lemma 35 will play an important role in our ultimate learning algorithm.

**Lemma 35** Let \( S \) be \( \kappa \)-close to a distribution of the form \( S' = S_{\text{offset}} + \sum_{j=1}^{K} p_j \cdot S_j \), where \( S_{\text{offset}}, S_1, \ldots, S_K \) are all independent and \( S_1, \ldots, S_K \) are signed PBDs. For \( a \in [K] \) let \( \sigma_a^2 = \text{Var}[S_a] = \omega(K^2/\varepsilon^2) \). Let \( m = |\text{supp}(S_{\text{offset}})| \) and let \( \gamma_1, \ldots, \gamma_K \) be such that for all \( 1 \leq a \leq K \) we have \( \sigma_a \leq \gamma_a \leq 2\sigma_a \). Let \( Z_j \) be the uniform distribution on the interval \([-c_j, c_j] \cap \mathbb{Z} \) where \( c_j = \Theta(\varepsilon \cdot \gamma_j/K) \). Then for \( Z = \sum_{a=1}^{K} p_a \cdot Z_a \), the distribution \( S \) is \((O(\varepsilon + \kappa), O(\delta))\)-kernel learnable using \( Z \) from \( \frac{\exp(O(K^2))}{\varepsilon O(\delta)} \cdot m^2 \cdot \log(m/\delta) \) samples.

**Proof** Applying Corollary 34 and Lemma 30, we first obtain that the distribution \( S' \) is \((O(\varepsilon), O(\delta))\)-kernel-learnable using \( Z \) from \( \frac{\exp(O(K^2))}{\varepsilon O(\delta)} \cdot m^2 \cdot \log(m/\delta) \) samples. Now, applying Lemma 31, we obtain that \( S \) is \((O(\varepsilon + \kappa), O(\delta))\)-learnable using \( Z \) from \( \frac{\exp(O(K^2))}{\varepsilon O(\delta)} \cdot m^2 \cdot \log(m/\delta) \) samples.

6. Setup for the upper bound argument

Recall that an \( \mathcal{A} \)-sum is \( S = X_1 + \cdots + X_N \) where the \( X_1, \ldots, X_N \) distributions are independent (but not identically distributed) and each \( X_i \) is supported on the set \( \mathcal{A} = \{a_1, \ldots, a_k\} \) where \( \{a_1, \ldots, a_k\} \subset \mathbb{Z}_{\geq 0} \) and \( a_1 < \cdots < a_k \) (and \( a_1, \ldots, a_k, N, \varepsilon \) are all given to the learning algorithm in the known-support setting).

For each \( X_i \) we define \( X'_i \) to be the “zero-moded” variant of \( X_i \), namely \( X'_i = X_i - \text{mode}(X_i) \) where \( \text{mode}(X_i) \in \{a_1, \ldots, a_k\} \) is a mode of \( X_i \) (i.e. \( \text{mode}(X_i) \) satisfies \( \Pr[X_i = \text{mode}(X_i)] \geq \Pr[X_i = a_i] \) for all \( i' \in [k] \)). We define \( S' \) to be \( \sum_{i=1}^{N} X'_i \). It is clear that \( S' + V = S \) where \( V \) is an (unknown) “offset” in \( Z \). Below we will give an algorithm that learns \( S' + V \) given independent draws from it.

For each \( i \in [N] \) the support of random variable \( X'_i \) is contained in \( \{0, \pm q_1, \ldots, \pm q_K\} \), where \( K = O(k^2) \) and \( \{q_1, \ldots, q_K\} \) is the set of all distinct values achieved by \( [a_\ell - a_{\ell'}], 1 \leq \ell < \ell' \leq k \). As noted above each \( X'_i \) has \( \Pr[X'_i = 0] \geq 1/k \geq 1/K \).

To help minimize confusion we will consistently use letters \( i, j, \) etc. for dummy variables that range over \( 1, \ldots, N \) and \( a, b, c, d \) etc. for dummy variables that range over \( 1, \ldots, K \).
We define the following probabilities and associated values:

\[
\text{For } i \in [N] \text{ and } a \in [K]: \quad c_{q_a, i} = \Pr[X'_i = \pm q_a]
\]

\[
\text{For } a \in [K]: \quad c_{q_a} = \sum_{i=1}^{N} c_{q_a, i}.
\]

We may think of the value \(c_{q_a}\) as the “weight” of \(q_a\) in \(S'\).

It is useful for us to view \(S' = \sum_{i=1}^{N} X'_i\) in the following way. Recall that the support of \(X'_i\) is contained in \(\{0, \pm q_1, \ldots, \pm q_K\}\). For \(i \in [N]\) we define a vector-valued random variable \(Y_i\) that is supported on \(\{0, \pm e_1, \ldots, \pm e_K\}\) by

\[
\Pr[Y_i = 0] = \Pr[X'_i = 0] \geq \frac{1}{K}, \quad \Pr[Y_i = \tau e_a] = \Pr[X'_i = \tau q_a] \text{ for } \tau \in \{-1, 1\}, a \in [K].
\]

We define the vector-valued random variable \(M = \sum_{i=1}^{N} Y_i\), so we have \(X'_i = (q_1, \ldots, q_K) \cdot Y_i\) for each \(i\) and \(S' = (q_1, \ldots, q_K) \cdot M\). Summarizing for convenient later reference:

\[
X'_1, \ldots, X'_N: \text{ independent, each supported in } \{0, \pm q_1, \ldots, \pm q_K\}
\]

\[
S' = X'_1 + \cdots + X'_N: \text{ supported in } Z
\]

\[
Y_1, \ldots, Y_N: \text{ independent, each supported in } \{0, \pm e_1, \ldots, \pm e_K\}
\]

\[
M = Y_1 + \cdots + Y_N: \text{ supported in } Z^K
\]

\[
S' = (q_1, \ldots, q_K) \cdot M.
\]

From this perspective, in order to analyze \(S'\) it is natural to analyze the multinomial random variable \(M\), and indeed this is what we do in the next section.

Finally, we note that while it suffices to learn \(S'\) of the form captured in (8) and (9) for the \(K\) and \(S'\) that arise from our reduction to this case, our analysis will hold for all \(K \in \mathbb{Z}^+\) and all \(S'\) of this form.

### 7. Useful structural results when all \(c_{q_a}\)’s are large

In this section we establish some useful structural results for dealing with a distribution \(S' = \sum_{i=1}^{N} X'_i\) for which, roughly speaking, all the values \(c_{q_1}, \ldots, c_{q_K}\) (as defined in Section 6) are “large.” More formally, we shall assume throughout this section that each \(c_{q_a} \geq R\), where the exact value of the parameter \(R\) will be set later in the context of our learning algorithm in (29) (we note here only that \(R\) will be set to a fixed “large” polynomial in \(K\) and \(1/\varepsilon\)). Looking ahead, we will later use the results of this section to handle whatever \(c_{q_a}\)’s are “large”.

The high-level plan of our analysis is as follows: In Section 7.1 we show that the multinomial distribution \(M\) (recall (11) and (12)) is close in total variation distance to a suitable discretized multidimensional Gaussian. In Section 7.2 we show in turn that such a discretized multidimensional Gaussian is close to a vector-valued random variable that can be expressed in terms of independent signed PBDs. Combining these results, in Section 7.3 we show that \(S'\) is close in variation distance to a weighted sum of signed PBDs. The lemma stating this, Lemma 40 in Section 7.3, is one of the two main structural results in this section. The second main structural result in this section,
Lemma 41 is stated and proved in Section 7.4. Roughly speaking, it shows that, for a weighted sum of signed PBDs, it is possible to replace the scaled sum of the “high-variance” PBDs by a single scaled PBD. This is useful later for learning since it leaves us in a situation where we only need to deal with scaled PBDs whose variance is “not too high.”

We record some useful notation for this section: for \( i \in [N], a \in [K] \) and \( \tau \in \{-1, 1\} \) let \( p_{i,a,\tau} \) denote

\[
p_{i,a,\tau} := \Pr[Y_i = \tau e_a] = \Pr[X_i' = \tau q_a].
\]

(13)

7.1 From multinomials to discretized multidimensional Gaussians

The result of this subsection, Lemma 36, establishes that the multinomial distribution \( M \) is close in total variation distance to a discretized multidimensional Gaussian.

**Lemma 36** Let \( Y_1, \ldots, Y_N \) be as in (10), so each \( Y_i \) has \( \Pr[Y_i = 0] \geq 1/K \). Assume that \( c_q \geq R \) for all \( a \in [K] \). As in (11) let \( M = Y_1 + \cdots + Y_N \), and let \( \tilde{\mu} = \mathbb{E}[M] \) be the \( K \)-dimensional mean of \( M \) and \( \tilde{\Sigma} \) be the \( K \times K \) covariance matrix \( \text{Cov}(M) \). Then

\[
(1) \text{ Defining } \tilde{\sigma}^2 \text{ to be the smallest eigenvalue of } \tilde{\Sigma}, \text{ we have that } \tilde{\sigma}^2 \geq R/K.
\]

\[
(2) \quad d_{TV}(M, \mathcal{N}_D(\tilde{\mu}, \tilde{\Sigma})) \leq O(K^{71/20}/R^{1/20}).
\]

**Proof** Given part (1), Theorem 19 directly gives the claimed variation distance bound in part (2), so in the following we establish (1).

Since \( Y_1, \ldots, Y_N \) are independent we have that

\[
\tilde{\Sigma} = \sum_{i=1}^{N} \tilde{\Sigma}_i, \quad \text{where } \tilde{\Sigma}_i = \text{Cov}(Y_i).
\]

Fix \( i \in [N] \). Recalling (13), we have that \( \tilde{\Sigma}_i \) is the \( K \times K \) matrix defined by

\[
(\tilde{\Sigma}_i)_{a,b} = \begin{cases} 
(p_{i,a,1} + p_{i,a,-1})(1 - p_{i,a,1} - p_{i,a,-1}) + 4p_{i,a,1}p_{i,a,-1} & \text{if } a = b \\
-(p_{i,a,1} - p_{i,a,-1})(p_{i,b,1} - p_{i,b,-1}) & \text{if } a \neq b,
\end{cases}
\]

Hence we have

\[
(\tilde{\Sigma})_{a,b} = \begin{cases} 
\sum_{i=1}^{N} (p_{i,a,1} + p_{i,a,-1})(1 - p_{i,a,1} - p_{i,a,-1}) + 4p_{i,a,1}p_{i,a,-1} & \text{if } a = b \\
\sum_{i=1}^{N} -(p_{i,a,1} - p_{i,a,-1})(p_{i,b,1} - p_{i,b,-1}) & \text{if } a \neq b,
\end{cases}
\]

(14)

For later reference (though we do not need it in this proof) we also note that the mean vector \( \tilde{\mu} \) is defined by

\[
\tilde{\mu}_a = \sum_{i=1}^{N} (p_{i,a,1} - p_{i,a,-1}).
\]

(15)

Let \( \delta_i = \Pr[Y_i = 0] = 1 - p_{i,1,1} - p_{i,1,-1} - \cdots - p_{i,K,1} - p_{i,K,-1} \) and observe that by assumption we have \( \delta_i \geq 1/K \) for all \( i \in [N] \). We lower bound the smallest eigenvalue using the
Recalling that \( p \) for notational simplicity, so now \( \delta \) so for the purpose of lower bounding (16) it suffices to lower bound (17). Rewriting \( p \) we have

\[
\bar{x}^T \cdot \tilde{\Sigma} \cdot x = \sum_{a=1}^{K} x_a^2 \left( \sum_{i=1}^{N} (p_{i,a,1} + p_{i,a,-1})(1 - p_{i,a,1} - p_{i,a,-1}) + 4p_{i,a,1}p_{i,a,-1} \right) - \sum_{a=1}^{K} \sum_{b \in [K], b \neq a} x_a x_b \left( \sum_{i=1}^{N} (p_{i,a,1} - p_{i,a,-1})(p_{i,b,1} - p_{i,b,-1}) \right) . \tag{16}
\]

Let \( p'_{i,a,1} = p_{i,a,1} + p_{i,a,-1} \). Recalling that each \( p_{i,a,1}, p_{i,a,-1} \geq 0 \), it is not difficult to see that then we have

\[
(16) \geq \sum_{a=1}^{K} x_a^2 \left( \sum_{i=1}^{N} p'_{i,a,1}(1 - p'_{i,a,1}) \right) - \sum_{a=1}^{K} \sum_{b \in [K], b \neq a} |x_a| \cdot |x_b| \left( \sum_{i=1}^{N} p'_{i,a,1}p'_{i,b,1} \right) , \tag{17}
\]

so for the purpose of lower bounding (16) it suffices to lower bound (17). Rewriting \( p'_{i,a,1} \) as \( p_{i,a} \) for notational simplicity, so now \( \tilde{\delta}_i = 1 - p_{i,1} - \cdots - p_{i,K} \), we have

\[
(17) \geq \sum_{a=1}^{K} x_a^2 \sum_{i=1}^{N} p_{i,a}(1 - p_{i,a}) - \sum_{a=1}^{K} \sum_{b \in [K], b \neq a} |x_a| \cdot |x_b| \sum_{i=1}^{N} p_{i,a}p_{i,b} \\
= \sum_{i=1}^{N} \left( \sum_{a=1}^{K} \delta_i p_{i,a} x_a^2 + \sum_{a=1}^{K} \sum_{b \in [K], b \neq a} p_{i,a} p_{i,b} |x_a| \cdot |x_b| \right) \\
= \sum_{i=1}^{N} \left( \delta_i \sum_{a=1}^{K} p_{i,a} x_a^2 + \sum_{a=1}^{K} \sum_{b \in [K], b \neq a} (p_{i,a} p_{i,b} x_a^2 - p_{i,a} p_{i,b} |x_a| \cdot |x_b|) \right) \\
= \sum_{i=1}^{N} \left( \delta_i \sum_{a=1}^{K} p_{i,a} x_a^2 + \sum_{a=1}^{K} \sum_{b < a} p_{i,a} p_{i,b} (|x_a| - |x_b|)^2 \right) \\
\geq \sum_{i=1}^{N} \delta_i \sum_{a=1}^{K} p_{i,a} x_a^2 . \tag{18}
\]

Recalling that \( \delta_i \geq \frac{1}{K} \) for all \( i \in [N] \) and \( \sum_{a=1}^{n} p_{i,a} = c_{qa} \geq R \) for all \( a \in [K] \), we get

\[
\sum_{i=1}^{N} \delta_i \sum_{a=1}^{K} p_{i,a} x_a^2 \geq \frac{1}{K} \sum_{a=1}^{K} x_a^2 \sum_{i=1}^{N} p_{i,a} \geq \frac{1}{K} \sum_{a=1}^{K} c_{qa} x_a^2 \geq \frac{R}{K} \sum_{a=1}^{K} x_a^2 = \frac{R}{K} ,
\]

so \( \sigma^2 \geq \frac{R}{K} \) and the lemma is proved. \( \blacksquare \)
7.2 From discretized multidimensional Gaussians to combinations of independent signed PBDs

The first result of this subsection, Lemma 37, is a technical lemma establishing that the discretized multidimensional Gaussian given by Lemma 36 is close to a vector-valued random variable in which each marginal (coordinate) is a \((\pm 1)\)-weighted linear combination of independent discretized Gaussians, certain of which are promised to have large variance.

**Lemma 37** Under the assumptions of Lemma 36 the following items (1) and (2) both hold:

(1) The pair \(\tilde{\mu} \in \mathbb{R}^K, \tilde{\Sigma} \in \mathbb{R}^{K \times K}\), defined in (15) and (14), are such that there exist \(\mu_{a,b} \in \mathbb{R}\), \(1 \leq a \leq b \leq K\), satisfying

\[
\tilde{\mu}_a = \mu_{a,a} + \sum_{c<a} \mu_{c,a} + \sum_{a<d} \text{sign}(\tilde{\Sigma}_{a,d}) \cdot \mu_{a,d},
\]

and there exist \(\sigma_{a,b} \in \mathbb{R}\), \(1 \leq a \leq b \leq K\), such that

\[
\sigma^2_{a,b} = |\tilde{\Sigma}_{a,b}| = |\tilde{\Sigma}_{b,a}| \quad \text{for all } a < b \quad \text{and} \quad \tilde{\Sigma}_{a,a} = \sigma^2_{a,a} + \sum_{c<a} \sigma^2_{c,a} + \sum_{a<d} \sigma^2_{a,d}.
\]

Furthermore, for all \(a \in [K]\) we have \(\sigma^2_{a,a} \geq \sigma^2\), where we define \(\sigma^2 := R/K\).

(2) Let \(U_{a,b}, 1 \leq a < b \leq K\) be discretized Gaussians \(U_{a,b} = N_D(\mu_{a,b}, \sigma^2_{a,b})\) that are all mutually independent. For \(a \in [K]\) let \(X_a\) be defined as

\[
X_a = U_{a,a} + \sum_{c<a} U_{c,a} + \sum_{a<d} \text{sign}(\tilde{\Sigma}_{a,d}) \cdot U_{a,d}.
\]

Then

\[
d_{TV}\left((X_1, \ldots, X_K), N_D(\tilde{\mu}, \tilde{\Sigma})\right) \leq \frac{K^2}{\sigma} = \frac{K^{5/2}}{R^{1/2}}.
\]

**Proof** We first prove part (1). Existence of the desired \(\mu_{a,b}\) values is immediate since for each \(a \in [K]\) the variable \(\mu_{a,a}\) appears in only one equation given by (19) (so we can select arbitrary values for each \(\mu_{a,b}\) with \(a < b\), and there will still exist a value of \(\mu_{a,a}\) satisfying (19)). The first part of (20) is trivial since for \(a < b\) we take \(\sigma^2_{a,b} = |\tilde{\Sigma}_{a,b}|\) (which of course equals \(|\tilde{\Sigma}_{b,a}|\) since the covariance matrix \(\tilde{\Sigma}\) is symmetric). For the second part we take \(\sigma^2_{a,a} = \tilde{\Sigma}_{a,a} - \sum_{c<a} \sigma^2_{c,a} - \sum_{a<d} \sigma^2_{a,d}\) which
we now proceed to lower bound.

\[
\sigma_{a,a}^2 = \tilde{\Sigma}_{a,a} - \sum_{c < a} \sigma_{c,a}^2 - \sum_{a < d} \sigma_{a,d}^2 = \tilde{\Sigma}_{a,a} - \sum_{b \neq a} \lfloor \tilde{\Sigma}_{b,a} \rfloor \\
\geq \tilde{\Sigma}_{a,a} - \sum_{b \neq a} \sum_{i=1}^N (p_{i,a,1} + p_{i,a,-1})(p_{i,b,1} + p_{i,b,-1}) \quad \text{(by (14))}
\]

\[
= \sum_{i=1}^N (p_{i,a,1} + p_{i,a,-1}) \left(1 - p_{i,a,1} - p_{i,a,-1} - \sum_{b \neq a} (p_{i,b,1} + p_{i,b,-1})\right) + 4p_{i,a,1}p_{i,a,-1} \\
\geq \sum_{i=1}^N (p_{i,a,1} + p_{i,a,-1}) \left(1 - p_{i,a,1} - p_{i,a,-1} - \sum_{b \neq a} (p_{i,b,1} + p_{i,b,-1})\right) \quad \text{(again by (14))}
\]

\[
= \sum_{i=1}^N (p_{i,a,1} + p_{i,a,-1}) \left(\delta_i + \sum_{b \neq a} (p_{i,b,1} + p_{i,b,-1}) - \sum_{b \neq a} (p_{i,b,1} + p_{i,b,-1})\right) \quad \text{(by definition of } \delta_i) 
\]

\[
= \sum_{i=1}^N \delta_i (p_{i,a,1} + p_{i,a,-1}) \geq \frac{1}{K} \sum_{i=1}^N (p_{i,a,1} + p_{i,a,-1}) \quad \text{(since } \delta_i \geq \frac{1}{K})
\]

\[
\geq \frac{1}{K} c_{q_a} \geq \frac{R}{K}.
\]

With \(\mu_{a,b}\) and \(\sigma_{a,b}\) in hand, now we turn to proving part (2) of the lemma. For \(1 \leq a \leq b \leq K\) let \(U'_{a,b}\) be the (non-discretized) univariate Gaussian \(\mathcal{N}(\mu_{a,b}, \sigma_{a,b}^2)\) that \(U_{a,b}\) is based on, so \(U_{a,b} = \lfloor U'_{a,b} \rfloor\) and the distributions \(U'_{a,b}\) are all mutually independent. For \(a \in [K]\) we define random variables \(V'_{a,a}, V_{a,a}\) as

\[
V'_{a,a} = \sum_{c \prec a} U'_{c,a} + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot U_{a,d}'
\]

\[
V_{a,a} = \sum_{c \prec a} \lfloor U'_{c,a}\rfloor + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot U_{a,d}' = \sum_{c \prec a} \lfloor U'_{c,a}\rfloor + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot \lfloor U_{a,d}' \rfloor
\]

\[
= \sum_{c \prec a} U_{c,a} + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot U_{a,d}.
\]

Fix a possible outcome \((u'_{a,b})_{a < b}\) of \((U'_{a,b})_{a < b}\) and for each \(a < b\) let \(u_{a,b} = \lfloor u'_{a,b} \rfloor\) be the corresponding outcome of \(U_{a,b}\). For \(a \in [K]\) let

\[
u'_{a,a} = \sum_{c \prec a} u'_{c,a} + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot u'_{a,d},
\]

\[
u_{a,a} = \sum_{c \prec a} \lfloor u'_{c,a}\rfloor + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot u_{a,d}' = \sum_{c \prec a} \lfloor u'_{c,a}\rfloor + \sum_{a < d} \text{sign}\left(\tilde{\Sigma}_{a,d}\right) \cdot u_{a,d}.
\]
Recalling Lemma 16 we have that
\[ d_{TV}(\|U'_{a,a} + v'_{a,a}\|, \|U'_{a,a}\| + v_{a,a}) \leq \frac{K}{\sigma} \]
for each \( a \in [K] \), and hence by independence we get that
\[ d_{TV}(\|U'_{1,1} + v'_{1,1}\|, \ldots, \|U'_{K,K} + v'_{K,K}\|; \|U'_{1,1}\| + v_{1,1}, \ldots, \|U'_{K,K}\| + v_{K,K}) \leq \frac{K^2}{\sigma}. \]

Averaging over all outcomes of \((u'_{a,b})_{a,b} \leftrightarrow (U'_{a,b})_{a,b}\), we get that
\[ d_{TV}(\|U'_{1,1}\| + V'_{1,1}, \ldots, \|U'_{K,K}\| + V'_{K,K}; \|U'_{1,1}\| + V_{1,1}, \ldots, \|U'_{K,K}\| + V_{K,K}) \leq \frac{K^2}{\sigma}. \]

To complete the proof it remains to show that the vector-valued random variable
\[ (\|U'_{1,1}\| + V'_{1,1}, \ldots, \|U'_{K,K}\| + V'_{K,K}) \]
is distributed according to \( N_D(\tilde{\mu}, \tilde{\Sigma}) \). It is straightforward to verify, using (19) and linearity of expectation, that \( E[U'_{a,a} + V'_{a,a}] = \mu_a \). For the covariance matrix, we first consider the diagonal terms: we have \( \text{Var}[U'_{a,a} + V'_{a,a}] = \tilde{\Sigma}_{a,a} \) by the second part of (20) and independence of the \( U'_{a,b} \) distributions. Finally, for the off-diagonal terms, for \( a < b \) we have
\[
\text{Cov}(U'_{a,a} + V'_{a,a}, U'_{b,b} + V'_{b,b}) = \text{Cov}(U'_{a,a} + \sum_{c<a} U'_{c,a} + \sum_{a<d} \text{sign}(\tilde{\Sigma}_{a,d}) \cdot U'_{a,d}, U'_{b,b} + \sum_{c<b} U'_{c,b} + \sum_{b<d} \text{sign}(\tilde{\Sigma}_{b,d}) \cdot U'_{b,d})
\]
\[
= \text{Cov}(\text{sign}(\tilde{\Sigma}_{a,b}) \cdot U'_{a,b}, U'_{a,b}) = \text{sign}(\tilde{\Sigma}_{a,b}) \cdot \text{Var}[U'_{a,b}] = \text{sign}(\tilde{\Sigma}_{a,b}) \cdot \sigma_{a,b}^2 = \tilde{\Sigma}_{a,b} = \tilde{\Sigma}_{b,a}
\]
as desired.

We would like a variant of Lemma 37 where signed PBDs play the role of discretized Gaussians. This is given by the following lemma. (Note that the lemma also ensures that every nontrivial signed PBD has high variance; this will be useful later.)

**Lemma 38** Given the \( \tilde{\mu} \in \mathbb{R}^K, \tilde{\Sigma} \in \mathbb{R}^{K \times K} \) from Lemma 36 and the \( \mu_{a,b}, \sigma_{a,b} \) and \( \sigma^2 \) defined in Lemma 37, there exist signed PBDs \( W_{a,b}, 1 \leq a \leq b \leq K \), each of which is either trivial (a constant random variable) or has \( \text{Var}[W_{a,b}] \geq \sigma_{a,b}^2 = R^{1/4} / K^{1/4} \), such that the random variables \( S_a, a \in [K], \) defined as
\[
S_a = W_{a,a} + \sum_{c<a} W_{c,a} + \sum_{a<d} \text{sign}(\tilde{\Sigma}_{a,d}) W_{a,d}, \tag{21}
\]
satisfy
\[
d_{TV}\left(\|S_1, \ldots, S_K\|, N_D(\tilde{\mu}, \tilde{\Sigma})\right) \leq O\left(\frac{K^2}{\sigma^{1/4}}\right) = O\left(\frac{K^{17/8}}{R^{1/8}}\right).\]
Proof Let $U_{a,b}$, $X_a$ be as defined in Lemma 37. We “swap out” each discretized Gaussian $U_{a,b} = \mathcal{N}_D(\mu_{a,b}, \sigma_{a,b}^2)$ in $X_a$ for a signed PBD $W_{a,b}$ as follows: Given $1 \leq a \leq b \leq K$,

(I) If $\sigma_{a,b}^2 \geq \sigma^{1/2}$, we define $W_{a,b}$ to be a signed PBD that has $|E[W_{a,b}] - \mu_{a,b}| \leq 1/2$ and $\text{Var}[W_{a,b}] = \sigma_{a,b}^2$. (To see that there exists such a signed PBD, observe that we can take $N_1$ many Bernoulli random variables each with expectation $p$, satisfying $N_1p(1-p) = \sigma_{a,b}^2$, to exactly match the variance, and then take an additional $N_2$ many constant-valued random variables (each of which is 1 or $-1$ depending on whether $N_1p$ is greater or less than $\mu_{a,b}$) to get the mean of the signed PBD to lie within an additive $1/2$ of $\mu_{a,b}$.)

(II) If $\sigma_{a,b}^2 < \sigma^{1/2}$ we define $W_{a,b}$ to be a trivial signed PBD that has $E[W_{a,b}] = |\mu_{a,b}|$ and $\text{Var}[W_{a,b}] = 0$.

In the above definition all $W_{a,b}$’s are independent of each other. We note that Lemma 37 implies that when $b = a$ the PBD $W_{a,a}$ has $\text{Var}[W_{a,a}] = \sigma_{a,a}^2 \geq \sigma^2 = R/K \gg \sigma^{1/2}$, and hence the PBD $W_{a,a}$ falls into the “large-variance” Case (I) above.

The random variable $S_a$ defined in Equation (21) is the analogue of $X_a$ from Lemma 37 but with $W_{a,b}$ replacing each $U_{a,b}$. To establish the variation distance bound, fix $a \in [K]$; we first argue that the variation distance between $S_a$ and $X_a$ is small. We start by observing that since $\text{Var}[W_{a,a}] \geq \sigma^2$, Theorem 17 and Lemma 16 give

$$d_{TV}(W_{a,a}, U_{a,a}) \leq O(1/\sigma), \quad (22)$$

and moreover $W_{a,a}$ is $O(1/\sigma)$-shift-invariant by Fact 18.

Now consider a $c < a$ such that $W_{c,a}$ falls into Case (II). By the standard concentration bound for the Gaussian $U_{c,a} \sim \mathcal{N}(\mu_{c,a}, \sigma_{c,a}^2)$ on which $U_{c,a}$ is based, we have that $\Pr[U_{c,a} \notin [\mu_{c,a} - t\sigma_{c,a}, \mu_{c,a} + t\sigma_{c,a}]] \leq 2e^{-t^2/2}$ for all $t > 0$. It follows from Claim 39 (stated and justified below) and the $O(1/\sigma)$-shift-invariance of $W_{a,a}$ that

$$d_{TV}(W_{a,a} + W_{c,a}, W_{a,a} + U_{c,a}) \leq O\left(\frac{\sigma_{c,a} + 1}{\sigma}\right) + 2e^{-t^2/2}.$$

Selecting $t = \sigma^{1/4}$ so that $t\sigma_{c,a} + 1 \leq \sigma^{1/4} \cdot \sigma^{1/4} + 1 = O(\sigma^{1/2})$ and $e^{-t^2/2} = o(1/\sigma^{1/2})$, we get that

$$d_{TV}(W_{a,a} + W_{c,a}, W_{a,a} + U_{c,a}) \leq O\left(\frac{1}{\sigma^{1/2}}\right), \quad (23)$$

A similar argument holds for each $d > a$ such that $W_{a,d}$ falls into Case (II), giving

$$d_{TV}(W_{a,a} + \text{sign}(\hat{\Sigma}_{a,d}) \cdot W_{a,d}, W_{a,a} + \text{sign}(\hat{\Sigma}_{a,d}) \cdot U_{a,d}) \leq O\left(\frac{1}{\sigma^{1/2}}\right). \quad (24)$$

Finally, for each $c < a$ such that $W_{c,a}$ falls into Case (I), once again applying Theorem 17 and Lemma 16, we get

$$d_{TV}(W_{c,a}, U_{c,a}) \leq O(1/\sigma^{1/4}), \quad (25)$$

and similarly for $d > a$ such that $W_{a,d}$ falls into Case (I) we have

$$d_{TV}(\text{sign}(\hat{\Sigma}_{a,d}) \cdot W_{a,d}, \text{sign}(\hat{\Sigma}_{a,d}) \cdot U_{a,d}) \leq O(1/\sigma^{1/4}). \quad (26)$$
Combining (22—25) and recalling the definitions of $S_a$ and $X_a$, by the triangle inequality for each $a \in [K]$ we have

$$d_{TV}(S_a, X_a) \leq O\left(\frac{K}{\sigma^{1/4}}\right).$$

Finally, another application of the triangle inequality gives

$$d_{TV}((S_1, \ldots, S_K), (X_1, \ldots, X_K)) \leq O\left(\frac{K^2}{\sigma^{1/4}}\right),$$

which with Lemma 37 gives the claimed bound.

The following claim is an easy consequence of the definition of shift-invariance:

**Claim 39** Let $A$ be an integer random variable that is $\alpha$-shift-invariant, and let $B$ be an integer random variable such that $\Pr[B \notin [u, u + r]] \leq \delta$ for some integers $u, r$. Then for any integer $r' \in [u, u + r]$ we have $d_{TV}(A + B, A + r') \leq \alpha r + \delta$.

### 7.3 $S'$ is close to a shifted weighted sum of signed PBDs

Recall that $S' = (q_1, \ldots, q_K) \cdot M$ is as defined in (12). Combining Lemmas 36 and 38, and taking the dot-product with $(q_1, \ldots, q_K)$ to pass from $M$ to $S'$, we get that the variation distance between $S' = (q_1, \ldots, q_K) \cdot M$ and $(q_1, \ldots, q_K) \cdot (S_1, \ldots, S_K)$ is at most $O(K^{71/20}/R^{1/20})$. We can express $(q_1, \ldots, q_K) \cdot (S_1, \ldots, S_K)$ as

$$K \sum_{a=1}^K q_a \left( W_{a,a} + \sum_{c<a} W_{c,a} + \sum_{a<d} \text{sign}(\tilde{\Sigma}_{a,d}) W_{a,d} \right)$$

$$= \sum_{a=1}^K q_a W_{a,a} + \sum_{1 \leq a < b \leq K} (q_b + \text{sign}(\tilde{\Sigma}_{a,b}) \cdot q_a) W_{a,b}.$$

Recalling that each $W_{a,b}$ is either a constant random variable or a signed PBD with variance at least $\sigma^{1/2} = R^{1/4}/K^{1/4}$, that each $\text{Var}[W_{a,a}] \geq \sigma^2 > \sigma^{1/2}$, and that all of the distributions $W_{a,a}$, $W_{a,b}$ are mutually independent, we get the following result showing that $c_{q_1}, \ldots, c_{q_K} \geq R$ implies that $S'$ is close to a weighted sum of signed PBDs.

**Lemma 40** Assume that $c_{q_1}, \ldots, c_{q_K} \geq R$. Then there is an integer $V'$, a subset of pairs $A \subseteq \{(a, b) : 1 \leq a < b \leq K\}$, and a set of sign values $\{\tau_{a,b}\}_{(a,b) \in A}$ where each $\tau_{a,b} \in \{-1, 1\}$, such that $d_{TV}(S', B) = O(K^{71/20}/R^{1/20})$, where $B$ is a shifted sum of signed PBDs

$$B = V' + \sum_{a=1}^K q_a W_{a,a} + \sum_{(a,b) \in A} (q_b + \tau_{a,b} \cdot q_a) W_{a,b}$$

in which all the $W_{a,a}$ and $W_{a,b}$ distributions are independent signed PBDs with variance at least $R^{1/4}/K^{1/4}$. 
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7.4 A useful limit theorem: Simplifying by coalescing multiple large-variance scaled PBDs into one

Lemma 40 leads to consideration of distributions of the form $T = r_1 T_1 + \cdots + r_D T_D$, where $T_1, \ldots, T_D$ are independent signed large-variance PBDs. Let us consider for a moment the case that $D = 2$, so that $T = r_1 T_1 + r_2 T_2$. (As we will see, to handle the case of general $D$ it suffices to consider this case.) Since $\gcd(r_1, r_2)$ divides every outcome of $T$, we may assume that $\gcd(r_1, r_2) = 1$ essentially without loss of generality. When $\gcd(r_1, r_2) = 1$, if the variance of $T_2$ is large enough relative to $r_1$, then the gaps between multiples of $r_1$ are filled in, and $T$ is closely approximated by a single PBD. This is helpful for learning, because it means that cases in which $\Var[T_2]$ is this large are subsumed by cases in which there are fewer PBDs. This phenomenon is the subject of Lemma 41

**Lemma 41** Let $T = r_1 T_1 + \cdots + r_D T_D$ where $T_1, \ldots, T_D$ are independent signed PBDs and $r_1, \ldots, r_D$ are nonzero integers with the following properties:

- $\Var[r_1 T_1] \geq \frac{1}{2} \Var[T]$.
- For each $a \in \{2, \ldots, D\}$ we have $\Var[T_a] \geq \max\{\sigma_{\min}^2, \left(\frac{r}{2}\right)^2\}$, where $\sigma_{\min}^2 \geq (1/\varepsilon')^8$.

Let $r' = \gcd(r_1, \ldots, r_D)$. Then there is a signed PBD $T'$ with $\Var[r'T'] = \Var[T]$ such that

$$d_{TV}(T, r'T') \leq O(D\varepsilon').$$

**Proof.** Reduction to the case that $D = 2$. We begin by showing that the case $D = 2$ implies the general case by induction, and thus it suffices to prove the $D = 2$ case. Let us suppose that we have proved the lemma in the $D = 2$ case and in the $D = t - 1$ case; we now use these to prove the $D = t$ case. By the $D = 2$ case, there is an absolute constant $C > 0$ and a signed PBD $T_{12}$ such that we have

$$d_{TV}(r_1 T_1 + r_2 T_2, \gcd(r_1, r_2) T_{12}) \leq C\varepsilon' \text{ and } \Var[r_1 T_1 + r_2 T_2] = \Var[\gcd(r_1, r_2) T_{12}]. \quad (28)$$

Since for all $a = 3, \ldots, t$ we have

$$\Var[T_a] \geq \left(\frac{r_1}{\varepsilon'}\right)^2 \geq \left(\frac{\gcd(r_1, r_2)}{\varepsilon'}\right)^2,$$

the $D = t - 1$ case implies that, if $T_{12}, T_3, \ldots, T_T$ are mutually independent, then there is a PBD $T'$ such that

$$d_{TV}(\gcd(r_1, r_2) T_{12} + \sum_{a=3}^{t} r_a T_a, r'T') \leq C(t - 1)\varepsilon'$$

and

$$\Var[r'T'] = \Var[\gcd(r_1, r_2) T_{12} + \sum_{a=3}^{t} r_a T_a] = \Var[\gcd(r_1, r_2) T_{12}] + \Var\left[\sum_{a=3}^{t} r_a T_a\right],$$

which, combined with (28), completes the proof of the $D = t$ case. We thus subsequently focus on the $D = 2$ case.
Reduction to the case that $r' = 1$. Next, we note that we may assume without loss of generality that $r' = \gcd(r_1, r_2) = 1$, since dividing each $r_a$ by $r'$ scales down $\text{Var}[r_1 T_1 + r_2 T_2]$ by $(r')^2$ and $d_{TV}(r_1 T_1 + r_2 T_2, r'T')$ is easily seen to equal $d_{TV}((r_1/r')T_1 + (r_2/r')T_2, T')$.

Main proof of the $D = 2, r' = 1$ case. Recall that $T = r_1 T_1 + r_2 T_2$. Let $\mu$ denote $E[T]$, and let $\sigma^2$ denote $\text{Var}[T]$.

As did Gopalan et al. (2011), we will use shift-invariance to go from bounds on $d_K$ to bounds on $d_{TV}$. Our first step is to give a bound on $d_K$. For this we will use the following well-known Berry-Esseen-like inequality, which can be shown using Lemma 13, Theorem 17 and Gaussian anti-concentration:

Lemma 42 There is a universal constant $c$ such

$$d_K(TP(\mu, \sigma^2), N(\mu, \sigma^2)) \leq \frac{c}{\sigma}$$

for all $\mu$ and all $\sigma^2 > 0$.

Now we are ready for our bound on the Kolmogorov distance:

Lemma 43 $d_K(T, TP(\mu, \sigma^2)) \leq O(1/\sigma_{\text{min}})$.

Proof Lemma 13 implies that for $a = 1, 2$ we have

$$d_K(T_a, TP(\mu(T_a), \sigma(T_a)^2)) \leq O(1/\sigma_{\text{min}}),$$

which directly implies

$$d_K(r_a T_a, r_a TP(\mu(T_a), \sigma(T_a)^2)) \leq O(1/\sigma_{\text{min}}).$$

Lemma 42 and the triangle inequality then give

$$d_K(r_a T_a, N(r_a \mu(T_a), r_a^2 \sigma(T_a)^2)) \leq O(1/\sigma_{\text{min}}),$$

and applying Lemma 42 and the triangle inequality again, we get

$$d_K(r_a T_a, TP(r_a \mu(T_a), r_a^2 \sigma(T_a)^2)) \leq O(1/\sigma_{\text{min}}).$$

The lemma follows from the fact that $d_K(X + Y, X' + Y') \leq d_K(X, X') + d_K(Y, Y')$ when $X, Y$ are independent and $X', Y'$ are independent.

Facts 8 and 18 together imply that $T$ is $O(1/\sigma_{\text{min}})$-shift invariant at scales $r_1$ and $r_2$, but, to apply Lemma 10 we need it to be shift-invariant at a smaller scale. Very roughly, we will do this by effecting a small shift using a few shifts with steps with sizes in $\{r_1, r_2\}$. The following generalization of Bézout’s Identity starts to analyze our ability to do this.

Lemma 44 Given any integer $0 \leq u < r_1 \cdot r_2$, there are integers $v_1, v_2$ such that $u = v_1 \cdot r_1 + v_2 \cdot r_2$ with $|v_1| < r_2, |v_2| < r_1$.  
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Proof By Bézout’s Identity, there exist \( x_1 \) and \( x_2 \) with \( |x_1| < r_2 \) and \( |x_2| < r_1 \) such that
\[
x_1r_1 + x_2r_2 = 1.
\]
Let \( y_1 \) be obtained by adding \( r_2 \) to \( x_1 \) if \( x_1 \) is negative, and otherwise just taking \( x_1 \), and define \( y_2 \) similarly; i.e., \( y_1 = x_1 + r_2\mathbb{1}[x_1 < 0] \) and \( y_2 = x_2 + r_1\mathbb{1}[x_2 < 0] \). Then
\[
y_1r_1 + y_2r_2 = 1 \mod (r_1r_2)
\]
and \( 0 \leq y_1 < r_2 \) and \( 0 \leq y_2 < r_1 \). Thus
\[
u y_1r_1 + uy_2r_2 = u \mod (r_1r_2).
\]
This in turn implies that
\[
u = uy_2r_2 \mod r_1 \text{ and } u = uy_1r_1 \mod r_2,
\]
so if \( z_1 \in \{0, 1, \ldots, r_2 - 1\} \) and \( z_2 \in \{0, 1, \ldots, r_1 - 1\} \) satisfy \( z_1 = uy_1 \mod r_2 \) and \( z_2 = uy_2 \mod r_1 \), we get
\[
(z_1r_1 + z_2r_2) = u \mod r_1
\]
and
\[
(z_1r_1 + z_2r_2) = u \mod r_1.
\]
By the Chinese Remainder Theorem, \( z_1r_1 + z_2r_2 = u \mod (r_1r_2) \). Furthermore, as \( 0 \leq z_1 < r_2 \) and \( 0 \leq z_2 < r_1 \), we have \( 0 \leq z_1r_1 + z_2r_2 < 2r_1r_2 \). If \( z_1r_1 + z_2r_2 < r_1r_2 \), then we are done; we can set \( v_1 = z_1 \) and \( v_2 = z_2 \). If not, either \( z_1 > 0 \) or \( z_2 > 0 \). If \( z_1 > 0 \), setting \( v_1 = z_1 - r_2 \) and \( v_2 = z_2 \) makes \( z_1r_1 + z_2r_2 = z_1r_1 + z_2r_2 - r_1r_2 = u \), and the corresponding modification of \( z_2 \) works if \( z_2 > 0 \).

Armed with Lemma 44, we are now ready to work on the "local" shift-invariance of \( T \). The following more general lemma will do the job.

Lemma 45 Let \( X, Y \) be independent integer random variables where \( X \) is \( \alpha \)-shift-invariant at scale 1 and \( Y \) is \( \beta \)-shift-invariant at scale 1. Let \( Z = r_1 \cdot X + r_2 \cdot Y \). Then for any positive integer \( d \) we have \( d_{TV}(Z, Z + d) \leq r_2\alpha + r_1\beta + \min\left\{ \frac{d}{r_1\alpha}, \frac{d}{r_2\beta} \right\} \).

Proof Note that \( d = s \cdot r_1 \cdot r_2 + z \) where \( 0 \leq z < r_1 \cdot r_2 \), \( 0 \leq s \leq d/(r_1 \cdot r_2) \), and \( s \) is an integer. By using Lemma 44, we have that \( d = s \cdot r_1 \cdot r_2 + v_1 \cdot r_1 + v_2 \cdot r_2 \) where \( |v_1| < r_2 \) and \( |v_2| < r_1 \), so \( d = (s \cdot r_2 + v_1) \cdot r_1 + v_2 \cdot r_2 \). Note that
\[
|s \cdot r_2 + v_1| \leq |v_1| + s \cdot r_2 \leq (r_2 - 1) + d/r_1.
\]
Thus, \( d = t_1 \cdot r_1 + t_2 \cdot r_2 \) where \( t_1, t_2 \) are integers and \( |t_1| \leq r_2 - 1 + d/r_1 \) and \( |t_2| \leq (r_1 - 1) \). Hence we have
\[
d_{TV}(Z, Z + d) = d_{TV}(r_1 \cdot X + r_2 \cdot Y, r_1 \cdot X + r_2 \cdot Y + t_1 \cdot r_1 + t_2 \cdot r_2)
\leq |t_1| \cdot \alpha + |t_2| \cdot \beta
\leq \left( \frac{d}{r_1 + r_2} \right) \cdot \alpha + r_1 \cdot \beta.
\]
By swapping the roles of \( r_1 \) and \( r_2 \) in the above analysis, we get the stated claim. ■

Now we have everything we need to prove Lemma 41 in the case that \( D = 2 \).

Let \( V = TP(\mu, \sigma^2) \). Let \( U_d \) denote the uniform distribution over \{0, 1, \ldots, d - 1\}, where \( d \) will be chosen later. We will bound \( d_{TV}(T + U_d, V + U_d), d_{TV}(T, T + U_d), \) and \( d_{TV}(V, V + U_d) \), and apply the triangle inequality via

\[
d_{TV}(T, V) \leq d_{TV}(T, T + U_d) + d_{TV}(T + U_d, V)
\]

First, recalling that \( T = r_1 \cdot T_1 + r_2 \cdot T_2 \) and that (by Fact 18) \( T_1 \) is \( O(1/\sigma(T_1)) \)-shift-invariant at scale 1 and \( T_2 \) is \( O(1/\sigma(T_2)) \)-shift-invariant at scale 1, we have that

\[
d_{TV}(T, T + U_d) \leq \mathbb{E}_{x \sim U_d}[d_{TV}(T, T + x)]
\]

\[
\leq \max_{x \in \text{supp}(U_d)} d_{TV}(T, T + x)
\]

\[
\leq O\left( \frac{r_1}{\sigma(T_2)} + \frac{r_2}{\sigma(T_1)} + \min\left\{ \frac{d}{r_1 \sigma(T_1)}, \frac{d}{r_2 \sigma(T_2)} \right\} \right)
\]

(by Lemma 45)

\[
\leq O\left( \frac{r_1}{\sigma(T_2)} + \frac{d}{r_1 \sigma(T_1)} \right)
\]

(since \( r_1 \sigma(T_1) > r_2 \sigma(T_2) \))

\[
\leq O(\epsilon') + O\left( \frac{d}{r_1 \sigma(T_1)} \right),
\]

since \( \sigma(T_2) > r_1/\epsilon' \).

Next, Fact 18 implies that \( V \) is \( O\left( \frac{1}{r_1 \sigma(T_1)} \right) \)-shift-invariant, so repeated application of the triangle inequality gives

\[
d_{TV}(V, V + U_d) \leq O\left( \frac{d}{r_1 \sigma(T_1)} \right).
\]

Finally, we want to bound \( d_{TV}(T + U_d, V + U_d) \). Observe that \( \Pr[|T - \mu| < \sigma/\epsilon'] \) and \( \Pr[|V - \mathbb{E}[V]| \leq \sigma/\epsilon'] \) are both \( 2^{-\text{poly}(1/\epsilon')} \). Hence applying Lemma 10 and recalling that \( r_1 \sigma(T_1) > r_2 \sigma(T_2) \), we get

\[
d_{TV}(T + U_d, V + U_d) \leq o(\epsilon') + O\left( \sqrt{d/\sigma_{\text{min}}} \cdot (r_1 \sigma(T_1))/\epsilon' \cdot (1/d) \right).
\]

Combining our bounds, we get that

\[
d_{TV}(T, V) \leq O(\epsilon') + O\left( \sqrt{d/\sigma_{\text{min}}} \cdot (r_1 \sigma(T_1))/\epsilon' \cdot (1/d) \right).
\]

Taking \( d = r_1 \sigma(T_1)/(\sigma_{\text{min}} \epsilon')^{1/3} \), we get

\[
d_{TV}(T, V) \leq O(\epsilon') + 1/(\sigma_{\text{min}} \epsilon')^{1/3} = O(\epsilon')
\]

since \((1/\sigma_{\text{min}})^2 > (1/\epsilon')^8 \).

Finally, let \( T' \) be a signed PBD that has \( |\mathbb{E}[T'] - \mu| \leq 1/2 \) and \( \text{Var}[T'] = \sigma^2 \). (The existence of such a signed PBD can be shown as in (I) in the proof of Lemma 38.) Lemmas 13 and 14 imply that \( d_{TV}(T_{\text{MIX}}', V) \leq 1/\sigma(V) \leq \epsilon' \), completing the proof. ■
8. The learning result: Learning when $|A| \geq 4$

With the kernel-based learning results from Section 5 and the structural results from Section 7 in hand, we are now ready to learn a distribution $S^*$ that is $\epsilon$-close to a distribution $S = S' + V$, where $S'$ is described in Section 6. We give two distinct learning algorithms, one for each of two mutually exclusive cases. The overall learning algorithm works by running both algorithms and using the hypothesis selection procedure, Proposition 26, to construct one final hypothesis.

The high-level idea is as follows. In Section 8.1 we first easily handle a special case in which all the $c_{qa}$ values are “small,” essentially using a brute-force algorithm which is not too inefficient since all $c_{qa}$’s are small. We then turn to the remaining general case, which is that some $c_{qa}$ are large while others may be small.

The idea of how we handle this general case is as follows. First, via an analysis in the spirit of the “Light-Heavy Experiment” from the work of Daskalakis et al. (2013), we approximate the distribution $S' + V$ as a sum of two independent distributions $S_{\text{light}} + S_{\text{heavy}}$ where intuitively $S_{\text{light}}$ has “small support” and $S_{\text{heavy}}$ is a 0-moded $A$-sum supported on elements all of which have large weight (this is made precise in Lemma 46). Since $S_{\text{light}}$ has small support, it is helpful to think of $S_{\text{light}} + S_{\text{heavy}}$ as a mixture of shifts of $S_{\text{heavy}}$. We then use structural results from Section 7 to approximate this distribution in turn by a mixture of not-too-many shifts of a weighted sum of signed PBDs, whose component independent PBDs satisfy a certain technical condition on their variances (see Corollary 48). Finally, we exploit the kernel-based learning tools developed in Section 5 to give an efficient learning algorithm for this mixture distribution. Very roughly speaking, the final log log $a_k$ sample complexity dependence (ignoring other parameters such as $\epsilon$ and $k$) comes from making $O(\log a_k)$ many “guesses” for parameters (variances) of the weighted sum of signed PBDs; this many guesses suffice because of the technical condition alluded to above.

We now proceed to the actual analysis. Let us reorder the sequence $q_1, \ldots, q_K$ so that $c_{q_1} \leq \ldots \leq c_{q_K}$. Let us now define the sequence $t_1, \ldots, t_K$ as $t_a = (1/\epsilon)^{2a}$. (For intuition on the conceptual role of the $t_i$’s, the reader may find it helpful to review the discussion given in the “Our analysis” subsection of Section 2.1.) Define the “largeness index” of the sequence $c_{q_1} \leq \ldots \leq c_{q_K}$ as the minimum $\ell \in [K]$ such that $c_{q_{\ell}} > t_\ell$, and let $\ell_0$ denote this value. If there is no $\ell \in [K]$ such that $c_{q_\ell} > t_\ell$, then we set $\ell_0 = K + 1$.

We first deal with the easy special case that $\ell_0 = K + 1$ and then turn to the main case.

8.1 Learning when $\ell_0 = K + 1$

Intuitively, in this case all of $c_{q_1}, \ldots, c_{q_K}$ are “not too large” and we can learn via brute force. More precisely, since each $c_{qa} \leq 1/\epsilon^{2K}$, in a draw from $S'$ the expected number of random variables $X_{i_1}', \ldots, X_{i_M}'$ that take a nonzero value is at most $K/\epsilon^{2K}$, and a Chernoff bound implies that in a draw from $S'$ we have $\Pr[\text{more than poly}(K/\epsilon^{2K}) \text{ of the } X_{i_1}', \ldots, X_{i_M}' \text{ take a nonzero value}] \leq \epsilon$. Note that for any $M$, there are at most $M^{O(K)}$ possible outcomes for $S = S' + V$ that correspond to having at most $M$ of the $X_{i_1}'$, $\ldots$, $X_{i_M}'$ take a nonzero value. Thus it follows that in this case the random variable $S'$ (and hence $S$) is $\epsilon$-essentially supported on a set of size at most $M^{O(K)} = (K/\epsilon^{2K})^{O(K)}$. Thus $S^*$ is $O(\epsilon)$-essentially supported on a set of the same size. Hence the algorithm of Fact 25 can be used to learn $S^*$ to accuracy $O(\epsilon)$ in time $\text{poly}(1/\epsilon^{O(2K)}) = \text{poly}(1/\epsilon^{O(k^2)})$. 
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8.2 Learning when \( \ell_0 \leq K \).

Now we turn to the main case, which is when \( \ell_0 \leq K \). The following lemma is an important component of our analysis of this case. Roughly speaking, it says that \( S' \) is close to a sum of two independent random variables, one of which (\( S_{\text{light}} \)) has small support and the other of which (\( S_{\text{heavy}} \)) is the sum of 0-moded random variables that all have large weight.

**Lemma 46** Suppose that \( \ell_0 \leq K \). Then there exists \( \tilde{S} = S_{\text{heavy}} + S_{\text{light}} \) such that \( d_{TV}(\tilde{S}, S') \leq O(\varepsilon) \) and the following hold:

1. \( S_{\text{heavy}} \) and \( S_{\text{light}} \) are independent of each other;

2. The random variable \( S_{\text{light}} \) is \( S_{\text{light}} = \sum_{1 \leq b < \ell_0} q_b \cdot S_b \) where for each \( 1 \leq b < \ell_0 \), \( S_b \) is supported on the set \( [-\left(1/\varepsilon\right) \cdot t_{\text{cutoff}}, \left(1/\varepsilon\right) \cdot t_{\text{cutoff}}]\) and the \( \{S_b\} \) are not necessarily independent of each other;

3. The random variable \( S_{\text{heavy}} \) is the sum of 0-moded random variables supported in \( \{0, \pm q_{\ell_0}, \ldots, \pm q_K\} \). Further, for all \( b \geq \ell_0 \), we have \( c_{q_{\ell_0}, \text{heavy}} > \frac{t_{\ell_0}}{2} \) where \( c_{q_{\ell_0}, \text{heavy}} \) is defined as in Section 6 but now with respect to \( S_{\text{heavy}} \) rather than with respect to \( S' \).

**Proof** The proof follows the general lines of the proof of Theorem 4.3 of Daskalakis et al. (2013). Let \( \mathcal{L} = \{\pm q_1, \ldots, \pm q_{\ell_0-1}\} \) and \( \mathcal{H} = \{0, \pm q_{\ell_0}, \ldots, \pm q_K\} \). (It may be helpful to think of \( \mathcal{L} \) as the “light” integers, and \( \mathcal{H} \) as “heavy” ones.) We recall the following experiment that can be used to make a draw from \( S' \), referred to by Daskalakis et al. (2013) as the “Light-Heavy Experiment”:

1. [Stage 1]: Informally, sample from the conditional distributions given membership in \( \mathcal{L} \). Specifically, independently we sample for each \( i \in [N] \) a random variable \( X_i' \in \mathcal{L} \) as follows:

   
   \[
   \text{for each } b \in \mathcal{L}, \quad X_i' = b, \text{ with probability } \frac{\Pr[X_i' = b]}{\Pr[X_i' \in \mathcal{L}]};
   \]

   i.e. \( X_i' \) is distributed according to the conditional distribution of \( X_i' \), conditioning on \( X_i' \in \mathcal{L} \).

   In the case that \( \Pr[X_i' \in \mathcal{L}] = 0 \) we define \( X_i' = 0 \) with probability 1.

2. [Stage 2]: Sample analogously for \( \mathcal{H} \). Independently we sample for each \( i \in [N] \) a random variable \( X_i' \in \mathcal{H} \) as follows:

   
   \[
   \text{for each } b \in \mathcal{H}, \quad X_i' = b, \text{ with probability } \frac{\Pr[X_i' = b]}{\Pr[X_i' \in \mathcal{H}]};
   \]

   i.e. \( X_i' \) is distributed according to the conditional distribution of \( X_i' \), conditioning on \( X_i' \in \mathcal{H} \).

3. [Stage 3]: Choose which \( X_i' \) take values in \( \mathcal{L} \): sample a random subset \( L \subseteq [N] \), by independently including each \( i \) into \( L \) with probability \( \Pr[X_i' \in \mathcal{L}] \).

   After these three stages we output \( \sum_{i \in L} X_i' + \sum_{i \notin L} X_i' \) as a sample from \( S' \), where \( \sum_{i \in L} X_i' \) represents “the contribution of \( \mathcal{L} \)” and \( \sum_{i \notin L} X_i' \) “the contribution of \( \mathcal{H} \).” Roughly, Stages 1 and 2 provide light and heavy options for each \( X_i' \), and Stage 3 chooses among the options. We note that
the two contributions are not independent, but they are independent conditioned on the outcome of \( L \). Thus we may view a draw of \( \mathbf{S}' \) as a mixture, over all possible outcomes \( L \) of \( \mathbf{L} \), of the distributions \( \sum_{i \in L} \mathbf{X}'_i + \sum_{i \notin L} \mathbf{X}'_i \); i.e. we have \( \mathbf{S}' = \operatorname{Mix}_{L \leftarrow \mathbf{L}}(\sum_{i \in L} \mathbf{X}'_i + \sum_{i \notin L} \mathbf{X}'_i) \). This concludes the definition of the Light-Heavy Experiment.

Let \( t_{\text{cutoff}} = t_1 + \ldots + t_{0-1} \). Note that \( \mathbb{E}[|L|] \leq t_{\text{cutoff}} \). Let Bad denote the set of all outcomes \( L \) of \( \mathbf{L} \) such that \( |L| > (1/\varepsilon) \cdot t_{\text{cutoff}} \). A standard application of the Hoeffding bound implies that \( \Pr[L \in \text{Bad}] = \Pr[|L| > (1/\varepsilon) \cdot t_{\text{cutoff}}] \leq 2^{-\Omega(1/\varepsilon)} \). It follows that if we define the distribution \( \mathbf{S}'' \) to be an outcome of the Light-Heavy Experiment conditioned on \( L \notin \text{Bad} \), i.e. \( \mathbf{S}'' = \operatorname{Mix}_{L \leftarrow \mathbf{L} \mid L \notin \text{Bad}}(\sum_{i \in L} \mathbf{X}'_i + \sum_{i \notin L} \mathbf{X}'_i) \), we have that \( d_{\text{TV}}(\mathbf{S}'', \mathbf{S}') \leq 2^{-\Omega(1/\varepsilon)} \). Consequently it suffices to show the existence of \( \mathbf{S} \) satisfying the properties of the lemma such that \( d_{\text{TV}}(\mathbf{S}, \mathbf{S}'') \leq \varepsilon \).

We will now show that for any \( L_1, L_2 \notin \text{Bad} \), the random variables \( \mathbf{S}_{L_j} = \sum_{i \notin L_j} \mathbf{X}'_i \) (for \( j \in \{1,2\} \)) are close to each other in total variation distance. (If we think of \( L_1 \) and \( L_2 \) as different possibilities for the final step in the process of sampling from the distribution of \( \mathbf{S}' \), recall that the values of \( \mathbf{X}'_i \) are always in \( \mathcal{H}_i \). Loosely speaking, during the first sample from \( \mathbf{S}' \) the values of \( \mathbf{X}'_i \) for \( i \in L_1 \) are not used, and during the second sample, the values for \( i \in L_2 \) are not used.) Let \( L_{\text{union}} = L_1 \cup L_2 \). Note that by definition

\[
|L_2 \setminus L_1|, |L_1 \setminus L_2| \leq (1/\varepsilon) \cdot t_{\text{cutoff}}.
\]

Define

\[
\mathbf{S}_{L_{\text{union}}} = \sum_{i \notin L_{\text{union}}} \mathbf{X}'_i = \mathbf{S}_{L_1} - \sum_{i \in L_2 - L_1} \mathbf{X}'_i = \mathbf{S}_{L_2} - \sum_{i \in L_1 - L_2} \mathbf{X}'_i.
\]

Choose \( b \geq \ell_0 \). We have that

\[
d_{\text{shift},q_b}(\mathbf{X}'_i) = 1 - \sum_j \min\{\Pr[\mathbf{X}'_i = j], \Pr[\mathbf{X}'_i = j + q_b]\} \leq 1 - \min\{\Pr[\mathbf{X}'_i = 0], \Pr[\mathbf{X}'_i = q_b]\} - \min\{\Pr[\mathbf{X}'_i = -q_b], \Pr[\mathbf{X}'_i = 0]\} = 1 - \Pr[\mathbf{X}'_i = -q_b] - \Pr[\mathbf{X}'_i = q_b],
\]

since \( \mathbf{X}'_i \) is 0-moded. By Corollary 24, this implies that

\[
d_{\text{shift},q_b}(\mathbf{S}_{L_{\text{union}}}) \leq \frac{O(1)}{\sqrt{\sum_{i \notin L_{\text{union}}} \Pr[\mathbf{X}'_i = \pm q_b]}} \leq \frac{O(1)}{\sqrt{c_{q_b} - |L_{\text{union}}|}} \leq \sqrt{\frac{2}{t_{\ell_0}}}.
\]

Here the penultimate inequality uses the fact that

\[
\sum_{i \notin L_{\text{union}}} \Pr[\mathbf{X}'_i = \pm q_b] = \sum_{i \notin [n]} \Pr[\mathbf{X}'_i = \pm q_b] - \sum_{i \in L_{\text{union}}} \Pr[\mathbf{X}'_i = \pm q_b] \geq c_{q_b} - |L_{\text{union}}|.
\]

The last inequality uses that

\[
c_{q_b} - |L_{\text{union}}| \geq c_{q_b} - |L_1| - |L_2| \geq c_{q_b} - 2 \cdot (1/\varepsilon) \cdot t_{\text{cutoff}} \geq t_b - 2 \cdot (1/\varepsilon) \cdot t_{\text{cutoff}} \geq \frac{t_{\ell_0}}{2}.
\]
As each of the summands in the sum $\sum_{i \in L_2 \setminus L_1} X'_i$ is supported on the set $\{0, \pm q_{\ell_0}, \ldots, \pm q_K\}$, viewing $S_{L_1}$ as a mixture of distributions each of which is obtained by shifting $S_{L_{\text{union}}}$ at most $|L_2 \setminus L_1|$ many times, each time by an element of $\{0, \pm q_{\ell_0}, \ldots, q_K\}$, we immediately obtain that

$$d_{TV}(S_{L_{\text{union}}}, S_{L_1}) \leq |L_2 \setminus L_1| \cdot \sqrt{\frac{2}{t_{\ell_0}}} \leq 2(1/\varepsilon) \cdot t_{\text{cutoff}} \cdot \sqrt{\frac{2}{t_{\ell_0}}} \leq O(\varepsilon).$$

Choose any $L^* \notin \text{Bad}$ arbitrarily, and define $S_{\text{heavy}} := \sum_{i \notin L^*} X'_i$. By the above analysis, for any $L' \notin \text{Bad}$ it holds that $d_{TV}(\sum_{i \in L'} X'_i, S_{\text{heavy}}) = O(\varepsilon)$. Thus, for any outcome $L \notin \text{Bad}$, we have $d_{TV}(\sum_{i \in L} X'_i + \sum_{i \notin L} X'_i, \sum_{i \in L} X'_i + S_{\text{heavy}}) = O(\varepsilon)$. Define $S_{\text{light}} := \text{Mix}_{L \leftarrow L^*} \sum_{i \in L} X'_i$.

We now verify that the above-defined $S_{\text{heavy}}$ and $S_{\text{light}}$ indeed satisfies the claimed properties. Note that for each $L \notin \text{Bad}$, $\sum_{i \in L} X'_i$ is supported on the set

$$\left\{ \sum_{b \in L} q_b \cdot S_b : S_b \in [-(1/\varepsilon) \cdot t_{\text{cutoff}}, (1/\varepsilon) \cdot t_{\text{cutoff}}] \right\},$$

so the second property holds as well. Likewise, $S_{\text{heavy}}$ is a sum of 0-moded random variables with support in $\{0, \pm q_{\ell_0}, \ldots, \pm q_K\}$. Note that we have already shown that $\sum_{i \notin L} \Pr[X'_i = \pm q_b] \geq t_{\ell_0}/2$, giving the third property. Finally, combining the fact that $\Pr[L \in \text{Bad}] \leq \varepsilon$ with $d_{TV}(\sum_{i \in L} X'_i + \sum_{i \notin L} X'_i, \sum_{i \in L} X'_i + S_{\text{heavy}}) = O(\varepsilon)$, we obtain the claimed variation distance bound $d_{TV}(S, S') \leq O(\varepsilon)$, finishing the proof.

With Lemma 46 in hand, we now apply Lemma 40 to the distribution $S_{\text{heavy}}$ with

$$R = K^{25/\varepsilon^{32}}.$$  

This gives the following corollary:

**Corollary 47** The distribution $S'$ is $\delta$-close in total variation distance to a distribution $S'' = S'_{\text{light}} + \sum_{a=0}^K q_a \cdot W_{a,a} + \sum_{(a,b) \in A} (q_b + \tau_{a,b} \cdot q_a) W_{a,b}$ where $\delta = O(K^{71/20} \cdot \varepsilon^{1/20})$ and

1. $A \subseteq \{(a,b) : \ell_0 \leq a < b \leq K\}$, $\tau_{a,b} \in \{-1,1\}$, and $W_{a,a}$, $W_{a,b}$ are signed PBDs.
2. $\text{Var}[W_{a,a}], \text{Var}[W_{a,b}] \geq (R/K)^{-1/4} > K^9/\varepsilon^8$.
3. The random variables $S'_{\text{light}}$, $W_{a,a}$ and $W_{a,b}$ are all independent of each other, and
4. $S'_{\text{light}}$ is supported on a set of cardinality $M \leq (2t_K/\varepsilon)^K$.

**Proof** By Lemma 46 $S'$ is $O(\varepsilon)$-close to $\tilde{S} = S_{\text{heavy}} + S_{\text{light}}$ where the decomposition of $\tilde{S}$ is as described in that lemma. Applying Lemma 40 we further obtain that $S_{\text{heavy}}$ is $\delta = O(K^{71/20} \cdot \varepsilon^{1/20})$-close to a distribution of the form

$$\sum_{a=0}^K q_a \cdot W_{a,a} + \sum_{(a,b) \in A} (q_b + \tau_{a,b} \cdot q_a) W_{a,b} + V',$$
with \( W_{a,a} \) and \( W_{a,b} \) satisfies the conditions stated in the corollary. Defining \( S'_{\text{light}} = V + S_{\text{light}} \) will satisfy all the required conditions. We note that the size of the support of \( S'_{\text{light}} \) is the same as the size of the support of \( S_{\text{light}} \), so applying item (2) of Lemma 46, we get that the size of the support of \( S'_{\text{light}} \) is bounded by \((2tK/\varepsilon)^K\).

Let us look at the structure of the distribution

\[
S'' = S'_{\text{light}} + \sum_{a=t_0}^{K} q_a \cdot W_{a,a} + \sum_{(a,b) \in A} (q_b + \tau_{a,b} \cdot q_a)W_{a,b}.
\]

For \((a, b) \in A\) let \( q_{(a,b)} \) denote \( q_b + \tau_{a,b} \cdot q_a \), and let \( B \) denote the set \( B = \{ \ell_0, \ldots, K \} \cup A \). For any \( B' \subseteq B \), let us write \( \gcd(B') \) to denote \( \gcd\{ q_{(a)} \mid a \in B \} \). Let \( \alpha^* \) denote the element of \( B \) for which \( \var[\alpha^* \cdot W_{\alpha^*}] \) is largest (breaking ties arbitrarily) and let \( \text{MIX} \) denote the following subset of \( B \):

\[
\text{MIX} = \{ \alpha^* \} \cup \{ \alpha \in B : \var[W_{\alpha}] \geq \max\{ 1/\varepsilon, q_{\alpha^*}^2/\varepsilon^2 \} \}.
\]

By applying Lemma 41 to the distribution \( \sum_{\alpha \in \text{MIX}} q_{\alpha} \cdot W_{\alpha} \), with its \( \sigma_{\text{min}}^2 \) set to \( K^6/\varepsilon^8 \) and its \( \varepsilon' \) set to \( \varepsilon \), noting that \( |B| \varepsilon' = O(K^2 \varepsilon) = o(K^{7/20} \cdot \varepsilon^{1/20}) \) we obtain the following corollary:

**Corollary 48** The distribution \( S' = \delta' = O(K^{7/20} \cdot \varepsilon^{1/20}) \)-close in total variation distance to a distribution \( S^{(2)} \) of the following form, where \( \emptyset \subseteq \text{MIX} \subseteq B \) is as defined in (30):

\[
S^{(2)} = S'_{\text{light}} + q_{\text{MIX}} \cdot S_{\text{MIX}} + \sum_{q_{\alpha} \in B \setminus \text{MIX}} q_{\alpha} \cdot S_{\alpha},
\]

where \( q_{\text{MIX}} = \gcd(\text{MIX}) \) and the following properties hold:

1. The random variables \( S'_{\text{light}}, S_{\text{MIX}} \) and \( \{ S_{\alpha} \}_{q_{\alpha} \in B \setminus \text{MIX}} \) are independent of each other.
2. \( S'_{\text{light}} \) is supported on a set of at most \( M \) integers, where \( M \leq (2tK/\varepsilon)^K \).
3. \( S_{\text{MIX}} \) and \( \{ S_{\alpha} \}_{q_{\alpha} \in B \setminus \text{MIX}} \) are signed PBDs such that for all \( q_{\alpha} \in B \setminus \text{MIX} \), we have \( K^6/\varepsilon^8 \leq \var[S_{\alpha}] \leq r^2/\varepsilon^2 \), where \( r = \max_{q_{\alpha} \in B} |q_{\alpha}| \). Moreover \( \var[S_{\text{MIX}}] \geq K^6/\varepsilon^8 \).
4. \( \var[q_{\text{MIX}} \cdot S_{\text{MIX}}] = c \cdot \left( \var[q_{\text{MIX}} \cdot S_{\text{MIX}}] + \sum_{q_{\alpha} \in B \setminus \text{MIX}} \var[q_{\alpha} \cdot S_{\alpha}] \right) \) for some \( c \in [\frac{1}{K^2}, 1] \).

The above corollary tells us that our distribution \( S' \) is close to a “nicely structured” distribution \( S^{(2)} \); we are now ready for our main learning result, which uses kernel-based tools developed in Section 5 to learn such a distribution. The following theorem completes the \( t_0 \leq K \) case:

**Theorem 49** There is a learning algorithm and a positive constant \( c \) with the following properties: It is given as input \( N \), values \( \varepsilon, \delta > 0 \), and integers \( 0 \leq a_1 < \cdots < a_k \), and can access draws from an unknown distribution \( S^* \) that is \( \varepsilon \varepsilon \)-close to a \( \{ a_1, \ldots, a_k \} \)-sum \( S \). The algorithm runs in time \( (1/\varepsilon)^{2O(k^2)} \cdot (\log a_k)^{\text{poly}(k)} \) and uses \( (1/\varepsilon)^{2O(k^2)} \cdot \log \log a_k \) samples, and has the following property: Suppose that for the zero-moded distribution \( S' \) such that \( S' + V = S \) (as defined in Section 6), the largeness index \( t_0 \) (as defined at the beginning of this section) is at most \( K \) (again recall Section 6). Then with probability \( 1 - o(1) \) the algorithm outputs a hypothesis distribution \( H \) with \( d_{TV}(H, S) \leq O(K^{7/20} \cdot \varepsilon^{1/20}) \).
(To obtain an $O(\varepsilon)$-accurate hypothesis, simply run the learning algorithm with its accuracy parameter set to $\varepsilon' = \varepsilon^{20}/K^{71}$.)

**Proof** The high level idea of the algorithm is as follows: The algorithm repeatedly samples two points from the distribution $S^*$ and, for each pair, uses those two points to guess (approximately) parameters of the distribution

$$S_{\text{pure}} := q_{\text{MIX}} \cdot S_{\text{MIX}} + \sum_{q_{\alpha} \in B \setminus \text{MIX}} q_{\alpha} \cdot S_{\alpha}$$

from Corollary 48. The space of possible guesses will be of size $(1/\varepsilon)^{2O(K^2)} \cdot (\log a_k)^{\text{poly}(k)}$, which leads to a poly$(2^{k^2}, \log(1/\varepsilon)) \cdot \log \log a_k$ factor in the sample complexity by Corollary 27. For each choice of parameters in this space, Lemma 35 allows us to produce a candidate hypothesis distribution (this lemma leads to a $\exp(\text{poly}(k))/\varepsilon^{2O(k)}$ factor in the sample complexity); by the guarantee of Lemma 35, for the (approximately) correct choice of parameters the corresponding candidate hypothesis distribution will be close to the target distribution $S'$. Given that there is a high-accuracy candidate hypothesis distribution in the pool of candidates, by Corollary 27 (which details how our algorithms can “make guesses”), the algorithm of that corollary will with high probability select a high-accuracy hypothesis distribution $H$ from the space of candidates.

We now give the detailed proof. To begin, the algorithm computes $K$ and the values $q_1, \ldots, q_K$. It guesses an ordering of $q_1, \ldots, q_K$ such that $c_{q_1} \leq \cdots \leq c_{q_K}$ ($K = 2^{\text{poly}(k)}$ possibilities), guesses the value of the largeness index $\ell_0$ ($O(K) = \text{poly}(k)$ possibilities), guesses the subset $A \subseteq \{(a, b) : \ell_0 \leq a < b \leq K\}$ and the associated bits $(\tau_{a, b})_{(a, b) \in A}$ from Corollary 47 ($2^{\text{poly}(k)}$ possibilities), and guesses the subset $\text{MIX} \subseteq B$ from Corollary 48 ($2^{\text{poly}(k)}$ possibilities). The main portion of the algorithm consists of the following three steps:

**First main step of the algorithm: Estimating the variance of $S^{(2)}$.** In the first main step, the algorithm constructs a space of $1/\varepsilon^{2O(k^2)}$ many guesses, one of which with very high probability is a multiplicatively accurate approximation of $\sqrt{\text{Var}[S_{\text{pure}}]}$. This is done as follows: the algorithm makes two independent draws from $S^*$. Since $S^*$ is $\varepsilon \varepsilon$-close to $S = S' + V$, by Corollary 48 and Lemma 7 the distribution over these two draws could be obtained by sampling twice independently from $S^{(2)}$, and modifying the result with probability $O(K^{71}/20 \cdot \varepsilon^{1/20})$. Let us write these two draws as $s^{(j)} = s^{(j)}_{\text{light}} + s^{(j)}_{\text{pure}}$ where $j \in \{1, 2\}$ and $s^{(j)}_{\text{light}} \sim S_{\text{light}}$ and $s^{(j)}_{\text{pure}} \sim S_{\text{pure}}$ (where $s^{(1)}_{\text{light}}, s^{(2)}_{\text{light}}, s^{(1)}_{\text{pure}}, s^{(2)}_{\text{pure}}$ are all independent draws). By part (2) of Corollary 48, with probability at least $1/|S_{\text{light}}| \geq 1/M \geq (\varepsilon/2t_K)^K = \varepsilon^{2O(k^2)}$, it is the case that $s^{(1)}_{\text{light}} = s^{(2)}_{\text{light}}$. In that event, with probability at least $1/2^{\text{poly}(K)}$, we have

$$\frac{1}{2} \cdot \sqrt{\text{Var}[S_{\text{pure}}]} \leq |s^{(2)} - s^{(1)}| \leq 2 \cdot \sqrt{\text{Var}[S_{\text{pure}}]}.$$  

(31)

To see this, observe that since each of the $O(K^2)$ independent constituent PBDs comprising $S_{\text{pure}}$ has variance at least $K^6$, for each one with probability at least $\frac{1}{\sqrt{K^2}}$, the difference between two independent draws will lie between $(1 - \frac{1}{\sqrt{K^2}})$ and $(1 + \frac{1}{\sqrt{K^2}})$ times the square root of its variance. If this happens then we get (31). By repeating $2^{\text{poly}(k)} \cdot \varepsilon^{2O(k^2)}$ times, the algorithm can obtain $2^{\text{poly}(k)} / \varepsilon^{2O(k^2)}$ many guesses, one of which will, with overwhelmingly high probability, be a quantity $\gamma_{\text{pure}}$ that is a multiplicative $2$-approximation of $\sqrt{\text{Var}[S_{\text{pure}}]}$. 
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Second main step of the algorithm: Gridding in order to approximate variances. Consider the set \( J \) defined as

\[
J = \bigcup_{j=-1}^{1+\log(K)} \{ 2^j \cdot \gamma_{\text{pure}} / q_{\text{MIX}} \}.
\]

Given that \( \gamma_{\text{pure}} \) is within a factor of two of \( \sqrt{\text{Var}[S_{\text{pure}}]} \) (by (31)) and given part (4) of Corollary 48, it is easy to see that there is an element \( \gamma_{\text{MIX}} \in J \) such that \( \gamma_{\text{MIX}} \) is within a multiplicative factor of 2 of \( \sqrt{\text{Var}[S_{\text{MIX}}]} \). Likewise, for each \( \alpha \in B \setminus \text{MIX} \), define the set \( J_{q_\alpha} \) as

\[
J_{q_\alpha} = \bigcup_{j=-1}^{1+\log(\max\{1/\varepsilon, r^2/\varepsilon^2\})} \{ 2^j \cdot (\varepsilon \cdot K)^{-1/4} / q_\alpha \},
\]

where, as in Corollary 48, \( r = \max_{q_\alpha \in B} |q_\alpha| \). By part (3) of Corollary 48, for each \( q_\alpha \in B \setminus \text{MIX} \) there is an element \( \gamma_{q_\alpha} \in J_{q_\alpha} \) such that \( \gamma_{q_\alpha} \) is within a multiplicative factor of two of \( \text{Var}[S_{q_\alpha}] \). These elements of \( J \) and of \( J_{q_\alpha} \) are the guesses for the values of \( \sqrt{\text{Var}[S_{\text{MIX}}]} \) and of \( \sqrt{\text{Var}[S_{q_\alpha}]} \) that are used in the final main step described below. We note that the space of possible guesses here is of size at most \( O((\log k) \cdot (\log(ak/\varepsilon))^\text{poly}(k)) \).

Third main step of the algorithm: Using guesses for the variances to run the kernel-based learning approach. For each outcome of the guesses described above (denote a particular such outcome by \( \gamma \); note that a particular outcome for \( \gamma \) comprises an element of \( J \) and an element of \( J_{q_\alpha} \) for each \( \alpha \in B \setminus \text{MIX} \)), let us define the distribution \( Z_{\text{MIX},\gamma} \) to be uniform on the set \( \left\lfloor (\varepsilon \cdot \gamma_{\text{MIX}})/K, (\varepsilon \cdot \gamma_{\text{MIX}})/K \right\rfloor \cap Z \) and \( Z_{q_\alpha,\gamma} \) to be uniform on the set \( \left\lfloor (\varepsilon \cdot \gamma_{q_\alpha})/K, (\varepsilon \cdot \gamma_{q_\alpha})/K \right\rfloor \cap Z \), where \( c \) is the hidden constant in the definition of \( c_j \) in Lemma 35. Applying Lemma 35 we can draw \( \frac{\exp(\text{poly}(K))}{\varepsilon^{\text{poly}(K)}} \cdot m^2 \cdot \log(m/\delta) \) samples from \( S \), where \( m = (1/\varepsilon)^{2\text{O}(\varepsilon^2)} \geq (2t_k/\varepsilon)^K \geq |S_{\text{light}}| \), and we get a hypothesis \( H_\gamma \) resulting from this outcome of the guesses and this draw of samples from \( S \). The guarantee of Lemma 35 ensures that for the outcome \( \gamma \) all of whose components are factor-of-two accurate as ensured in the previous step, the resulting hypothesis \( H_\gamma \) satisfies \( d_{TV}(H_\gamma, S') \leq O(K^{71/20} \cdot \varepsilon^{1/20} + \varepsilon) = O(K^{71/20} \cdot \varepsilon^{1/20}) \) with probability at least \( 1 - \delta \). Finally, an application of Corollary 27 concludes the proof.

9. Learning \( \{a_1, a_2, a_3\} \)-sums

In this section we show that when \( |A| = 3 \) the learning algorithm can be sharpened to have no dependence on \( a_1, a_2, a_3 \) at all. Recall Theorem 1.

Theorem 1 (Learning when \( |A| = 3 \) with known support). There is an algorithm and a positive constant \( c \) with the following properties: The algorithm is given \( N \), an accuracy parameter \( \varepsilon > 0 \), distinct values \( a_1 < a_2 < a_3 \in \mathbb{Z}_{\geq 0} \), and access to i.i.d. draws from an unknown random variable \( S^* \) that is \( c \)-close to an \( \{a_1, a_2, a_3\} \)-sum \( S \). The algorithm uses \( \text{poly}(1/\varepsilon) \) draws from \( S^* \), runs in \( \text{poly}(1/\varepsilon) \) time, and with probability at least \( 9/10 \) outputs a concise representation of a hypothesis distribution \( H \) such that \( d_{TV}(H, S^*) \leq \varepsilon \).

The high-level approach we take follows the approach for general \( k \); as in the general case, a sequence of transformations will be used to get from the initial target to a “nicer” distribution.
(whose exact form depends on the precise value of the “largeness index”) which we learn using
the kernel-based approach. (Lemmas 50 and 51, which establish learning results for distributions
in two of these nicer forms, are deferred to later subsections.) Intuitively, the key to our improved
independent-of-a_3 bound is a delicate analysis that carefully exploits extra additive structure that is
present when k = 3, and which lets us avoid the “gridding” over O(log a_k) many multiplicatively
spaced guesses for variances that led to our log log a_k dependence in the general-k case.

To describe this additive structure, let us revisit the framework established in Section 6, now
specializing to the case k = 3, so S is an \{a_1, a_2, a_3\}-sum with a_1 < a_2 < a_3. We now have that
for each i \in [N] the support of the zero-moded random variable X'_i is contained in \{0\} \cup Q where
Q = \{\pm q_1, \pm q_2, \pm q_3\} where q_1 = a_2 - a_1, q_2 = a_3 - a_2, and q_3 = a_3 - a_1. Further, the support
size of each X'_i is 3 and hence it includes at most two of the elements from the set \{q_1, q_2, q_3\}. The
fact that q_3 = q_1 + q_2 is the additive structure that we shall crucially exploit. Note that in the case
k = 3 we have K = 3 as well, and \Pr[X'_i = 0] \geq 1/k = 1/K = 1/3 for each i \in [N].

Recalling the framework from the beginning of Section 8, we reorder \{q_1, q_2, q_3\} so that c_{q_1} \leq
c_{q_2} \leq c_{q_3}. We define the “largeness index” \ell_0 \in \{1, 2, 3, 4\} analogously to the definition at
the beginning of Section 8. but with a slight difference in parameter settings: we now define the se-
cquence \ell_1, \ldots, \ell_K as \ell_k = (1/\varepsilon)^C where C is a (large) absolute constant to be fixed later. Define
the “largeness index” of the sequence \{c_{q_1}, \ldots, c_{q_K}\} as the minimum \ell \in [K] such that \ell_k > \ell,
and let \ell_0 denote this value. If there is no \ell \in \{1, 2, 3\} such that \ell_k > \ell, then we set \ell_0 = 4.

Viewing S as S' + V as before, our analysis now involves four distinct cases, one for each
possible value of \ell_0.

9.1 The case that \ell_0 = 4.

This case is identical to Section 8.1 specialized to K = 3, so we can easily learn to accuracy O(\varepsilon)
in poly(1/\varepsilon^{C^3}) = poly(1/\varepsilon) time.

9.2 The case that \ell_0 = 3.

In this case we have c_{q_1} \leq (1/\varepsilon)^C and c_{q_2} \leq (1/\varepsilon)^C but c_{q_3} \geq (1/\varepsilon)^C. By Lemma 46, we
have that d_{TV}(\bar{S}, S') \leq O(\varepsilon) where \bar{S} = S_{\text{heavy}} + S_{\text{light}}, S_{\text{heavy}} and S_{\text{light}} are independent of
each other. S_{\text{light}} is supported on a set of O(1/\varepsilon^{2C^2+2}) integers, and S_{\text{heavy}} is simply q_3S_3 where
S_3 = \sum_{i=1}^N Y_i is a signed PBD with \sum_{i=1}^N \Pr[Y_i = \pm 1] \geq 1/(2\varepsilon^{C^3}). Given this constrained
structure, the poly(1/\varepsilon)-sample and running time learnability of S^* follows as a special case of the
algorithm given in the proof of Theorem 49. In more detail, as described in that proof, two points
drawn from S^* can be used to obtain, with at least poly(\varepsilon) probability, a multiplicativ factor-2
estimate of \sqrt{\text{Var}[S_{\text{heavy}}]}. Given such an estimate no gridding is required, as it is possible to learn
S^* to accuracy O(\varepsilon) simply by using the K = 1 case of the kernel learning result Lemma 35
(observe that, crucially, having an estimate of \text{Var}[S_{\text{heavy}}] provides the algorithm with the value \gamma_1
in Lemma 35 which is required to construct Z and thereby carry out the kernel learning of S' + V
using Z).

9.3 The case that \ell_0 = 2.

In this case we have c_{q_1} \leq (1/\varepsilon)^C while c_{q_3}, c_{q_2} \geq (1/\varepsilon)^C. As earlier we suppose that q_1 + q_2 = q_3.
(This is without loss of generality as the other two cases are entirely similar; for example, if instead
we had \( q_1 + q_3 = q_2 \), then we would have \( q_3 = -q_1 + q_2 \), and it is easy to check that replacing \( q_1 \) by \(-q_1\) everywhere does not affect our arguments.)

Lemma 46 now gives us a somewhat different structure, namely that \( d_{TV}(\tilde{S}, S') \leq O(\varepsilon) \) where \( \tilde{S} = S_{\text{heavy}} + S_{\text{light}} \), \( S_{\text{heavy}} \) and \( S_{\text{light}} \) are independent of each other, \( S_{\text{light}} = q_1S_1 \) where \( S_1 \) is supported on \([-O(1/\varepsilon C^2), O(1/\varepsilon C^2)] \cap \mathbb{Z} \), and \( S_{\text{heavy}} \) is a sum of 0-moded integer random variables over \( \{\pm q_2, \pm q_3\} \), and which satisfies \( c_{q_2, \text{heavy}}, c_{q_3, \text{heavy}} > 1/(2\varepsilon C^2) \). Applying Lemma 40 to \( S_{\text{heavy}} \), we get that \( d_{TV}(S_{\text{heavy}}, B) = O(\varepsilon C^2/\varepsilon^2) \) where either

\[
B = V' + q_2W_2 + q_3W_3
\]

(if the set \( A \) from Lemma 40 is empty) or

\[
B = V' + q_2W_2 + q_3W_3 + (q_3 + \tau_{2,3}q_2)W_{2,3}
\]

(if \( A = \{(2, 3)\} \)), where all the distributions \( W_2, W_3 \) (and possibly \( W_{2,3} \)) are independent signed PBDs with variance at least \( \Omega(1/\varepsilon C^2/\varepsilon^2) \) and \( \tau_{2,3} \in \{-1, 1\} \).

Let us first suppose that (32) holds, so \( S' + V \) is \( O(\varepsilon C^2/\varepsilon^2) \)-close to

\[
V'' + q_1S_1 + q_2W_2 + q_3W_3,
\]

where \( V'' = V + V' \). Since, by Fact 18, \( q_2W_2 \) is \( O(\varepsilon C^2/\varepsilon^2) \)-shift-invariant at scale \( q_2 \), recalling the support of \( S_1 \) we get that \( S' + V \) is \( (O(\varepsilon C^2/\varepsilon^2) + O(\varepsilon C^2/\varepsilon C^2 + 1)) \)-close (note that this is \( O(\varepsilon C^2/\varepsilon^2) \) for sufficiently large constant \( C \))

\[
V'' + (q_1 + q_2)S_1 + q_2W_2 + q_3W_3 = V'' + q_2W_2 + q_3(W_3 + S_1).
\]

Again using the support bound on \( S_1 \) and Fact 18 (but now on \( q_3W_3 \)), we get that \( S' + V \), and therefore \( S' \), is \( O(\varepsilon C^2/\varepsilon^2) \)-close to

\[
V'' + q_2W_2 + q_3W_3.
\]

We can now apply the algorithm in Lemma 50 to semi-agnostically learn the distribution \( V'' + q_2W_2 + q_3W_3 \) with \( \text{poly}(1/\varepsilon) \) samples and time complexity.

Next, let us consider the remaining possibility in this case which is that (33) holds. If \( \tau_{2,3} = -1 \), then \( S' + V \) is \( O(\varepsilon C^2/\varepsilon^2) \)-close to

\[
V' + q_1S_1 + q_2W_2 + q_3W_3 + (q_3 - q_2)W_{2,3} = V' + q_1S_1 + q_2W_2 + q_3W_3 + q_1W_{2,3},
\]

and using Fact 18 as earlier, we get that \( S' + V \) is \( O(\varepsilon C^2/\varepsilon^2) \)-close to

\[
V'' + q_2W_2 + q_3W_3 + q_1W_{2,3}.
\]

On the other hand, if \( \tau_{2,3} = 1 \) then \( S' + V \) is \( O(\varepsilon C^2/\varepsilon^2) \)-close to

\[
V'' + q_1S_1 + q_2W_2 + q_3W_3 + (q_3 + q_2)W_{2,3},
\]

and by the analysis given between (34) and (35) we get that \( S' + V \) is \( O(\varepsilon C^2/\varepsilon^2) \)-close to

\[
V'' + q_2W_2 + q_3W_3 + (q_3 + q_2)W_{2,3}.
\]

In either case (37) or (36), we can use Lemma 51 to learn the target distribution with \( \text{poly}(1/\varepsilon) \) samples and running time.
9.4 The case that \( \ell_0 = 1 \).

In this case we have \( c_{q_1}, c_{q_2}, c_{q_3} \geq (1/\varepsilon)^C \). Assuming that \( C \geq 96 \), we appeal to Lemma 53 to obtain that there are independent signed PBDs \( S_1, S_2 \) and \( S_3 \), each with variance at least \( 1/\varepsilon^2 \), such that

\[
d_{TV}(S'_1, V + q_1S_1 + q_2S_2 + q_3S_3) \leq O(\varepsilon^2).
\]

As before, we can appeal to Lemma 51 to learn the target distribution with \( \text{poly}(1/\varepsilon) \) samples and running time.

9.5 Deferred proofs and learning algorithms from the earlier cases

9.5.1 Learning algorithm for weighted sums of two PBDs

Lemma 50 There is a universal constant \( C_1 \) such that the following holds: Let \( S_2^{\text{high}} \) be a distribution of the form \( p \cdot S_{(p)} + q \cdot S_{(q)} + V \), where both \( S_{(p)} \) and \( S_{(q)} \) are independent PBD\(_N\) distributions with variance at least \( 1/\varepsilon^{C_1} \) and \( V \in \mathbb{Z} \). Let \( S \) be a distribution with \( d_{TV}(S, S_2^{\text{high}}) \leq \varepsilon \). There is an algorithm with the following property: The algorithm is given \( \varepsilon, p, q \) and access to i.i.d. draws from \( S \). The algorithm makes \( \text{poly}(1/\varepsilon) \) draws, runs in \( \text{poly}(1/\varepsilon) \) time, and with probability \( 999/1000 \) outputs a hypothesis distribution \( H \) satisfying \( d_{TV}(H, S) \leq \Omega(\varepsilon) \).

Proof The high level idea of the algorithm is similar to Theorem 49. First, assume that \( \text{Var}[p \cdot S_{(p)}] \geq \text{Var}[q \cdot S_{(q)}] \) (the other case is identical, and the overall algorithm tries both possibilities and does hypothesis testing). Let \( \sigma_p^2 = \text{Var}[S_{(p)}], \sigma_q^2 = \text{Var}[S_{(q)}] \) and \( \sigma_{2, \text{high}}^2 = \text{Var}[S_{2, \text{high}}] \).

We consider three cases depending upon the value of \( \sigma_q \) and show that in each case the kernel based approach (i.e. Lemma 35) can be used to learn the target distribution \( S_{2, \text{high}} \) with \( \text{poly}(1/\varepsilon) \) samples (this suffices, again by hypothesis testing). We now provide details.

Estimating the variance of \( S_{2, \text{high}} \): The algorithm first estimates the variance of \( S_{2, \text{high}} \). This is done by sampling two elements \( s^{(1)}, s^{(2)} \) from \( S_{2, \text{high}} \) and letting \( |s^{(1)} - s^{(2)}| = \hat{\sigma}_{2, \text{high}} \). Similar to the analysis of Theorem 49, it is easy to show that with probability \( \Omega(1) \), we have

\[
\frac{1}{\sqrt{2}} \cdot \sigma_{2, \text{high}} \leq \hat{\sigma}_{2, \text{high}} \leq \sqrt{2} \cdot \sigma_{2, \text{high}}.
\]  

Guessing the dominant variance term and the relative magnitudes: Observe that

\[
\text{Var}[S_{2, \text{high}}] = \text{Var}[p \cdot S_{(p)}] + \text{Var}[q \cdot S_{(q)}].
\]

The algorithm next guesses whether \( p \cdot \sigma_p \geq q \cdot \sigma_q \) or vice-versa. Let us assume that it is the former possibility. The algorithm then guesses one of the three possibilities: (i) \( \sigma_q \leq \varepsilon \cdot p \), (ii) \( \varepsilon \cdot p \leq \sigma_q < p/\varepsilon \), (iii) \( \sigma_q > p/\varepsilon \). The chief part of the analysis is in showing that in each of these cases, the algorithm can draw \( O(1/\varepsilon^2) \) samples from \( S \) and (with the aid of Lemma 35) can produce a hypothesis \( H \) such that \( d_{TV}(H, S_{2, \text{high}}) = O(\varepsilon) \).

(i) In this case, we assume \( \sigma_q \leq \varepsilon \cdot p \). This case is the crucial point of difference where we save the factor of \( \log \log p \) as opposed to the case \( k > 3 \); this is done by working modulo \( p \) to estimate \( \sigma_q \). (This is doable in this case because \( \sigma_q \) is so small relative to \( p \).) The algorithm samples two points \( s^{(3)}, s^{(4)} \sim S \); note that with probability \( 1 - O(\varepsilon) \) these points are distributed exactly as if they were drawn from \( S_{2, \text{high}} \), so we may analyze the points as if they were drawn
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from $S^{2,\text{high}}$. Let us assume that $s^{(3)} = p \cdot s_p^{(3)} + q \cdot s_q^{(3)} + V$, $s^{(4)} = p \cdot s_p^{(4)} + q \cdot s_q^{(4)} + V$ where $s_p^{(3)}, s_p^{(4)}$ are i.i.d. draws from $S^{(p)}$ and similarly for $s_q^{(3)}, s_q^{(4)}$. Then, note that with probability at least $1/10$, we have

$$\frac{1}{\sqrt{2}} \cdot \sigma_q \leq |s_q^{(4)} - s_q^{(3)}| \leq \sqrt{2} \cdot \sigma_q.$$

This immediately implies that if we define $\tilde{s}_q = q^{-1} \cdot (s^{(3)} - s^{(4)}) \pmod{p}$, then $\tilde{s}_q = |s_q^{(4)} - s_q^{(3)}|$, and thus

$$\frac{1}{\sqrt{2}} \cdot \sigma_q \leq \tilde{s}_q \leq \sqrt{2} \cdot \sigma_q.$$

This gives one of the estimates required by Lemma 35; for the other one, we observe that defining $\tilde{s}_p := \tilde{s}_{2,\text{high}} / p$, having $p \sigma_p \in \left[\frac{\text{Var}[S^{2,\text{high}}]}{2}, \text{Var}[S^{2,\text{high}}]\right]$ and (38) together give that

$$\frac{1}{2} \cdot \sigma_p \leq \tilde{s}_p \leq 2 \sigma_p.$$

We can now apply Lemma 35 to get that using $\text{poly}(1/\varepsilon)$ samples, we can produce a hypothesis distribution $H_{\text{low}}$ such that $d_{\text{TV}}(H_{\text{low}}, S) = O(\varepsilon)$.

(ii) In this case, we assume $\varepsilon \cdot p < \sigma_q \leq p \cdot (1/\varepsilon)$. In this case we simply guess one of the $O(\log(1/\varepsilon)/\varepsilon)$ many values

$$\tilde{s}_q \in \left\{ \frac{p}{(1 + \varepsilon/10)^i} \right\}_{i \in \{-O(\log(1/\varepsilon)/\varepsilon), \ldots, O(\log(1/\varepsilon)/\varepsilon)\}}$$

and one of these guesses $\tilde{s}_q$ for $s_q$ will be $(1 + \varepsilon/10)$-multiplicatively accurate. For each of these values of $\tilde{s}_q$, as in case (ii) we can get a multiplicatively accurate estimate $\tilde{s}_p$ of $\sigma_p$, so again by invoking Lemma 35 we can create a hypothesis distribution $H_{\text{med}, i}$, and for the right guess we will have that $d_{\text{TV}}(H_{\text{med}, i}, S) = O(\varepsilon)$.

(iii) In this case, we invoke Lemma 41 to get that there is a signed PBD $S'$ such that $d_{\text{TV}}(S', p \cdot S^{(p)} + q \cdot S^{(q)}) = O(\varepsilon)$. This also yields that there is a signed PBD $S'' = S' + V$ such that $d_{\text{TV}}(S'', S^{2,\text{high}}) = O(\varepsilon)$. By a trivial application of Lemma 35, using $\text{poly}(1/\varepsilon)$ samples, we obtain a hypothesis $H_{\text{high}}$ such that $d_{\text{TV}}(H_{\text{high}}, S) = O(\varepsilon)$.

Finally, invoking the Select procedure from Proposition 26 on the hypothesis distributions

$$H_{\text{low}}, \{H_{\text{med}, i}\}_{i \in \{-O(\log(1/\varepsilon)/\varepsilon), \ldots, O(\log(1/\varepsilon)/\varepsilon)\}} \text{ and } H_{\text{high}},$$

we can use an additional $\text{poly}(1/\varepsilon)$ samples to output a distribution $H$ such that $d_{\text{TV}}(H, S) = O(\varepsilon)$. ■

9.5.2 LEARNING ALGORITHM FOR WEIGHTED SUMS OF THREE PBDs

We now give an algorithm for learning a distribution of the form $p \cdot S^{(p)} + q \cdot S^{(q)} + r \cdot S^{(r)} + V$ where $r = p + q$. 55
Lemma 51 There is a universal constant $C_1$ such that the following holds: Let $S^{3, \text{high}}$ be a distribution of the form $p \cdot S^{(p)} + q \cdot S^{(q)} + r \cdot S^{(r)} + V$, where $S^{(p)}, S^{(q)}$ and $S^{(r)}$ are independent PBD$_N$ distributions with variance at least $1/\varepsilon^C$ and $V \in \mathbb{Z}$ and $r = q + p$. Let $S$ be a distribution with $d_{TV}(S, S^{3, \text{high}}) \leq \varepsilon$. There is an algorithm with the following property: The algorithm is given $\varepsilon, p, q, r$ and access to i.i.d. draws from $S$. The algorithm makes $\text{poly}(1/\varepsilon)$ draws, runs in $\text{poly}(1/\varepsilon)$ time, and with probability $999/1000$ outputs a hypothesis distribution $H$ satisfying $d_{TV}(H, S) \leq O(\varepsilon)$.

Proof The algorithm begins by sampling two points $s^{(1)}, s^{(2)}$ from $S$. Similar to the preceding proof, with probability $\Omega(1)$ we have

$$\frac{1}{\sqrt{2}} \cdot \sigma_{3, \text{high}} \leq \hat{\sigma}_{3, \text{high}} \leq \sqrt{2} \cdot \sigma_{3, \text{high}},$$

where $\sigma_{3, \text{high}}^2 = \text{Var}[S^{3, \text{high}}]$. Having obtained an estimate of $\sigma_{3, \text{high}}$, let us now assume (without loss of generality, via hypothesis testing) that $\sigma_p \geq \sigma_q \geq \sigma_r$. Similar to Lemma 50, we consider various cases, and for each case (and relevant guesses) we run Lemma 35 and obtain a hypothesis distribution for each of these guesses. Finally, we will use procedure Select (Proposition 26) on the space of these hypotheses to select one. Let us now consider the cases:

1. $\sigma_r \geq \varepsilon^5 \cdot \sigma_p$: In this case, note that given $\hat{\sigma}_{3, \text{high}}$, we can construct a grid $J$ of $\text{poly}(1/\varepsilon)$ many triples such that there exists $\overline{\alpha} = (\gamma_p, \gamma_q, \gamma_r) \in J$ such that for $\alpha \in \{p, q, r\}$,

$$\frac{1}{\sqrt{2}} \cdot \sigma_{\alpha} \leq \gamma_{\alpha} \leq \sqrt{2} \cdot \sigma_{\alpha}.$$

For each such possibility $\overline{\alpha}$, we can apply Lemma 35 which uses $\text{poly}(1/\varepsilon)$ samples; as before, for the right guess, we will obtain a hypothesis $H_{\overline{\alpha}}$ such that $d_{TV}(H_{\overline{\alpha}}, S) = O(\varepsilon)$.

2. $\sigma_r \leq \varepsilon^5 \cdot \sigma_p$: In this case, since $r = p + q$,

$$p \cdot S^{(p)} + q \cdot S^{(q)} + r \cdot S^{(r)} = p \cdot S^{(p)} + q \cdot S^{(q)} + (p + q) \cdot S^{(r)}.$$

As $\sigma_r \leq \varepsilon^5 \cdot \sigma_p$, using the $O(1/\sigma_p)$-shift-invariance of $p \cdot S^{(p)}$ at scale $p$ that follows from Fact 18 and a Chernoff bound on $S^{(r)}$, we get that for some integer $V'$,

$$d_{TV}(p \cdot S^{(p)} + q \cdot S^{(q)} + r \cdot S^{(r)}, p \cdot (S^{(p)} + V') + q \cdot (S^{(q)} + S^{(r)})) = O(\varepsilon^4).$$

Thus we have

$$d_{TV}(S^{3, \text{high}}, V'' + p \cdot S^{(p)} + q \cdot (S^{(q)} + S^{(r)})) = O(\varepsilon^4)$$

for some integer $V''$. However, now we are precisely in the same case as Lemma 50. Thus, using $\text{poly}(1/\varepsilon)$ samples, we can now obtain $H_{\overline{\alpha}}$ such that $d_{TV}(H_{\overline{\alpha}}, S) = O(\varepsilon)$.

Finally, we apply Select (Proposition 26) on $H_{\overline{\alpha}}$ and $\{H_{\overline{\alpha}}\}_{\overline{\alpha} \in J}$. This finishes the proof. ■
9.5.3 Structural Lemma for Decomposing a Heavy Distribution into a Sum of Weighted Sums of PBDs

Our goal in this subsection is to prove Lemma 53. To do this, we will need a slightly more detailed version of Lemma 40 in the case that \( K = 2 \), which is implicit in the proof of that lemma (using the case that \( A = \emptyset \) for (39) and the case that \( A = \{(1,2)\} \) for (40)).

**Lemma 52** Under the assumptions of Lemma 40 in the case that \( K = 2 \), there is an integer \( V' \), and independent signed PBDs \( W_{1,1}, W_{2,2} \) and \( W_{1,2} \), all with variance at least \( \Omega(\gamma^{1/4}) \), such that either
\[
d_{TV}(S', V' + q_1 W_{1,1} + q_2 W_{2,2}) = O(\gamma^{-1/20}),
\] (39)
or
\[
d_{TV}(S', V' + q_1 W_{1,1} + q_2 W_{2,2} + (q_2 + \text{sign}(\text{Cov}(M_1, M_2))q_1)W_{1,2}) = O(\gamma^{-1/20}),
\] (40)
where \( M = (M_1, M_2) \) is as defined in (11).

Let \( S' = \sum_{i=1}^{N} X'_i \) where each \( X'_i \) is 0-moded and supported on \( \{0, \pm p, \pm q, \pm r\} \) where \( r = q + p \). Each random variable \( X'_i \) has a support of size 3, and by inspection of how \( X'_i \) is obtained from \( X_i \), we see that each \( X'_i \) is supported either on \( \{0, p, r\} \), or on \( \{-p, 0, q\} \), or on \( \{-r, -q, 0\} \). If for \( \alpha \in \{p, q, r\} \), we define \( c_\alpha = \sum_{i=1}^{N} \Pr[X'_i = \pm \alpha] \), then we have the following lemma.

**Lemma 53** Let \( S' = \sum_{i=1}^{N} X'_i \) as described above where \( c_p, c_q, c_r > 1/\varepsilon^C \). Then we have
\[
d_{TV}(S', V + p \cdot S^{(p)} + q \cdot S^{(q)} + r \cdot S^{(r)}) \leq O(\varepsilon^{C_1}),
\] (41)
where \( V \) is a constant, \( C_1 = C/48 \) and \( S^{(p)}, S^{(q)} \) and \( S^{(r)} \) are mutually independent PBD distribution each of which has variance at least \( 1/(\varepsilon^{C_1}) \).

**Proof** We first prove that
\[
d_{\text{shift}, p}(S') \leq \varepsilon^{C/2};\ d_{\text{shift}, q}(S') \leq \varepsilon^{C/2};\ d_{\text{shift}, r}(S') \leq \varepsilon^{C/2}.
\] (42)
To see this, note that, as we showed in the proof of Lemma 46, \( d_{\text{shift}, p}(X'_i) \leq 1 - \Pr[X'_i = \pm p] \).

By applying Corollary 24, we get that
\[
d_{\text{shift}, p}(S') = O\left(\frac{1}{\sqrt{\sum_i \Pr[X'_i = \pm p]}}\right) = O(\varepsilon^{C/2}).
\]
Likewise, we also get the other components of (42).

Let us next consider three families of i.i.d. random variables \( \{Y'_i\}_{i=1}^{m} \), \( \{Z'_i\}_{i=1}^{m} \) and \( \{W'_i\}_{i=1}^{m} \) defined as follows: for \( 1 \leq i \leq m, \)
\[
\Pr[Y'_i = 0] = \Pr[Y'_i = p] = 1/2;\ \Pr[Z'_i = 0] = \Pr[Z'_i = q] = 1/2;\ \Pr[W'_i = 0] = \Pr[W'_i = r] = 1/2;
\]
Let \( m = \varepsilon^{-C/4} \). Let \( \sum_{i=1}^{m} Y'_i = S^{(y)}, \sum_{i=1}^{m} Z'_i = S^{(z)} \) and \( \sum_{i=1}^{m} W'_i = S^{(w)} \). Let \( S_e = S^{(y)} + S^{(z)} + S^{(w)} \), and note that \( S_e \) is supported on \( \{i \cdot p + j \cdot q + k \cdot r\} \) where \( 0 \leq i, j, k \leq m \). Using (42), we have
\[
d_{TV}(S', S' + S_e) \leq m \cdot \varepsilon^{C/2} = O(\varepsilon^{C/4}).
\]
Thus, it suffices to prove
\[
\text{d}_{TV}(\mathbf{S} + \mathbf{S}, V + p \cdot \mathbf{S} + q \cdot \mathbf{S} + r \cdot \mathbf{S}^r) \leq O(\varepsilon^{C_1}). \tag{43}
\]

We assign each random variable $X_i'$ to one of three different types:

- **Type 1:** The support of $X_i'$ is \{0, p, r\}.
- **Type 2:** The support of $X_i'$ is \{-p, 0, q\}.
- **Type 3:** The support of $X_i'$ is \{-r, -q, 0\}.

Let the set of Type 1 variables be given by $S_1$. We will show that there exists independent signed PBDs $S(p,1)$, $S(q,1)$ and $S(r,1)$ and a constant $V_1$ such that the variances of $S(p,1)$ and $S(r,1)$ are each at least $\varepsilon^{-C_1}$, and $S(q,1)$ is either constant (when (39) holds) or has variance at least $\varepsilon^{-C_1}$ (when (40) holds), and that satisfy

\[
d_{TV}\left(\sum_{i \in S_1} X_i' + \sum_{i=1}^{m/2} Y_i' + \sum_{i=1}^{m/2} W_i', V_1 + p \cdot S(p,1) + q \cdot S(q,1) + r \cdot S(r,1)\right) = O(\varepsilon^{C/48}). \tag{44}
\]

If we can prove (44), then we can analogously prove the symmetric statements that

\[
d_{TV}\left(\sum_{i \in S_2} X_i' + \sum_{i=m/2+1}^{m} Y_i' + \sum_{i=1}^{m/2} Z_i', V_2 + p \cdot S(p,2) + q \cdot S(q,2) + r \cdot S(r,2)\right) = O(\varepsilon^{C/48})
\]

and

\[
d_{TV}\left(\sum_{i \in S_3} X_i' + \sum_{i=m/2+1}^{m} W_i' + \sum_{i=m/2+1}^{m} Z_i', V_3 + p \cdot S(p,3) + q \cdot S(q,3) + r \cdot S(r,3)\right) = O(\varepsilon^{C/48})
\]

with analogous conditions on the variances of $S(p,2)$, $S(q,2)$, $S(r,2)$, $S(p,3)$, $S(q,3)$, $S(r,3)$, and combining these bounds with (44) will imply the desired inequality (43).

Thus it remains to prove (44). Let $\gamma_1 = \sum_{i \in S_1} \Pr[X_i' = p]$ and $\delta_1 = \sum_{i \in S_1} \Pr[X_i' = r]$. We consider the following cases:

**Case (I):** Assume $\gamma_1$ and $\delta_1 \geq \varepsilon^{-C/8}$. Since the possibilities $X_i' = p$ and $X_i' = r$ are mutually exclusive, for each $i$ we have that $\text{Cov}(1_{X_i' = p}, 1_{X_i' = r}) \leq 0$, which implies that

\[
\text{Cov}\left(\sum_i 1_{X_i' = p}, \sum_i 1_{X_i' = r}\right) \leq 0.
\]

Applying Lemma 52 to the distribution $\sum_{i \in S_1} X_i'$, we obtain (44) in this case.

**Case (II):** Now let us assume that at least one of $\gamma_1$ or $\delta_1$ is less than $\varepsilon^{-C/8}$, without loss of generality, that $\gamma_1 < \varepsilon^{-C/8}$. For each variable $X_i'$, let us consider a corresponding random variable $\tilde{X}_i'$ defined by replacing the $p$-outcomes of $X_i'$ with 0's. If $Z$ is any distribution such that $d_{\text{shift},p}(Z) \leq \kappa$, then

\[
d_{TV}(Z + X_i', Z + \tilde{X}_i') \leq \kappa \cdot \Pr[\tilde{X}_i' = p].
\]
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Applying this observation iteratively, we have
\[
d_{TV}\left(\sum_{i \in S_1} \frac{m}{2} X_i' + \sum_{i=1}^{m/2} Y_i' + \frac{m}{2} W_i', \sum_{i \in S_1} \frac{m}{2} \tilde{X}_i' + \sum_{i=1}^{m/2} \tilde{Y}_i' + \frac{m}{2} \tilde{W}_i'\right) = O(\gamma_1 \cdot \varepsilon^{C/4}) = O(\varepsilon^{C/8}).
\]

However, now note that \(\sum_{i \in S_1} \tilde{X}_i' + \sum_{i=1}^{m/2} \tilde{Y}_i' + \sum_{i=1}^{m/2} \tilde{W}_i'\) can be expressed as \(p \cdot S^{(p,1)} + r \cdot S^{(r,1)}\) for independent signed PBDs \(S^{(p,1)}\) and \(S^{(r,1)}\), and that the variances of \(\sum_{i=1}^{m/2} Y_i'\) and \(\sum_{i=1}^{m/2} W_i'\) ensure that \(\text{Var}[S^{(p,1)}], \text{Var}[S^{(r,1)}] \geq \varepsilon^{-C/2}\). This establishes (44) in this case, completing the proof of the lemma.

\[\square\]

10. Unknown-support algorithms: Proof of Theorems 3 and 4

We begin by observing that the hypothesis selection procedure described in Section 4.4.1 provides a straightforward reduction from the case of unknown-support to the case of known-support. More precisely, it implies the following:

**Observation 54** For any \(k\), let \(A\) be an algorithm that semi-agnostically learns \(\{a_1, \ldots, a_k\}\)-sums, with \(0 \leq a_1 < \cdots < a_k\), using \(m(a_1, \ldots, a_k, \varepsilon, \delta)\) samples and running in time \(T(a_1, \ldots, a_k, \varepsilon, \delta)\) to learn to accuracy \(\varepsilon\) with probability at least \(1 - \delta\), outputting a hypothesis distribution from which it is possible to generate a draw or evaluate the hypothesis’s p.m.f. on a given point in time \(T(a_1, \ldots, a_k)\). Then there is an algorithm \(A'\) which semi-agnostically learns \((a_{\max}, k)\)-sums using

\[
\left(\max_{0 \leq a_1 < \cdots < a_k \leq a_{\max}} m(a_1, \ldots, a_k, \varepsilon/6, \delta/2)\right) + O(k \log(a_{\max})/\varepsilon^2 + \log(1/\delta)/\varepsilon^2)
\]

samples, and running in time

\[
\text{poly}(a_{\max}^k, 1/\varepsilon) \cdot \left(\max_{0 \leq a_1 < \cdots < a_k \leq a_{\max}} (T(a_1, \ldots, a_k, \varepsilon)) + T'(a_1, \ldots, a_k)\right),
\]

and, with probability at least \(1 - \delta\), outputting a hypothesis with error at most \(6\varepsilon\).

The algorithm \(A'\) works as follows: first, it tries all (at most \((a_{\max})^k\)) possible vectors of values for \((a_1, \ldots, a_k)\) as the parameters for algorithm \(A\), using the same set of \(\max_{0 \leq a_1 < \cdots < a_k \leq a_{\max}} m(a_1, \ldots, a_k, \varepsilon, \delta/2)\) samples as the input for each of these runs of \(A\). Having done this, \(A'\) has a list of candidate hypotheses such that with probability at least \(1 - \delta/2\), at least one of the candidates is \(\varepsilon\)-accurate. Then \(A'\) runs the Select procedure from Proposition 26 on the resulting hypothesis distributions.

Together with Theorems 1 and 2, Observation 54 immediately yields Theorem 3 (learning \((a_{\max}, 3)\)-sums). It also yields a result for the unknown-support \(k = 2\) case, but a sub-optimal one because of the \(\log(a_{\max})\) dependence. In the rest of this section we show how the sharper bound of Theorem 4, with no dependence on \(a_{\max}\), can be obtained by a different (but still simple) approach.

Recall Theorem 4:
Theorem 4 (Learning with unknown support of size 2) There is an algorithm and a positive constant $c$ with the following properties: The algorithm is given $N$, an accuracy parameter $\epsilon > 0$, an upper bound $a_{\text{max}} \in \mathbb{Z}_+$, and access to i.i.d. draws from an unknown distribution $S^*$ that has total variation distance at most $c \epsilon$ from an $\{a_1, a_2\}$-sum where $0 \leq a_1 < a_2 \leq a_{\text{max}}$. The algorithm uses $\text{poly}(1/\epsilon)$ draws from $S^*$, runs in $\text{poly}(1/\epsilon)$ time, and with probability at least 9/10 outputs a concise representation of a hypothesis distribution $H$ such that $d_{TV}(H, S^*) \leq \epsilon$.

Proof Let the $\{a_1, a_2\}$-sum $S$ over (unknown values) $\{a_1, a_2\}$ be $S = \sum_{i=1}^{N} X_i$ where $X_i(a_1) = 1 - p_i$, $X_i(a_2) = p_i$. Let $X'_i, i \in [N]$ be independent Bernoulli random variables with $X'_i(1) = p_i$. The distribution $S$ is identical to $a_1 N + (a_2 - a_1) S'$ where $S'$ is the PBD $S' = \sum_{i=1}^{N} X'_i$.

Intuitively, if the values $a_1$ and $a_2$ (hence $a_1$ and $a_2 - a_1$) were known then it would be simple to learn using the algorithm for learning a PBD$_N$. The idea of what follows is that either (i) learning is easy because the essential support is small, or (ii) it is possible to infer the value of $a_2 - a_1$ (basically by taking the gcd of a few sample points) and, given this value, to reduce to the problem of learning a PBD$_N$. Details follow.

If the PBD $S'$ is in sparse form (see Theorem 20), then it (and hence $S$) is $\epsilon$-essentially-supported on a set of size $O(1/\epsilon^2)$. In this case the algorithm $A'$ of Fact 25 can learn $S^*$ to accuracy $O(\epsilon)$ in $\text{poly}(1/\epsilon)$ time using $\text{poly}(1/\epsilon)$ samples. Thus we may subsequently assume that $S'$ is not in sparse form. (The final overall algorithm will run both $A'$ and the learning algorithm described below, and use the hypothesis selection procedure from Section 4.4.1 to choose the overall final hypothesis from these two.)

Since $S'$ is not in sparse form, by the last part of Theorem 20 it is in $1/\epsilon$-heavy binomial form. We will require the following proposition:

Proposition 55 Let $a \in \mathbb{Z}_+, b \in \mathbb{Z}$ be arbitrary constants. For all small enough $\epsilon > 0$, if $S' = \sum_{i=1}^{N} S'_i$ is a PBD in $1/\epsilon$-heavy binomial form, then with probability at least $1 - O(\sqrt{\epsilon})$, the gcd of $m = \Omega(1/\sqrt{\epsilon})$ i.i.d. draws $v_1, \ldots, v_m$ from $a(S' - b)$ is equal to $a$.

Proof $S'$ is $\epsilon$-close to a translated Binomial distribution $Y$ as described in the second bullet of Theorem 20, and (by Fact 21) $Y$ is $O(\epsilon)$-close to $Z$, a discretized $N(\mu_Y, \sigma_Y^2)$ Gaussian where $\sigma_Y^2 = \Omega(1/\epsilon^2)$. By Lemma 7 a collection of $m$ i.i.d. draws from $S^*$ is distributed exactly as a collection of $m$ i.i.d. draws from $Z$ except with failure probability $O(m \epsilon)$. Incuring this failure probability, we may suppose that $v_1, \ldots, v_m$ are i.i.d. draws from $Z$. Except with an additional failure probability $2^{-\Omega(m)}$, at least $\Omega(m)$ of these draws lie within $[\mu_Y - \sigma_Y, \mu_Y + \sigma_Y] \cap \mathbb{Z}$. Thus, to establish the proposition, it suffices to prove that for any $b \in \mathbb{Z}$, with high probability the gcd of $\ell$ points drawn uniformly and independently from the shifted interval $I - b$ is 1.

The gcd is 1 unless there is some prime $p$ such that all $\ell$ draws from $I - b$ are divisible by $p$. Since $\epsilon$ is at most some sufficiently small constant, we have that $|I|$ is at least (say) 100; since $|I| \geq 100$, for any prime $p$ at most a $1.02/p$ fraction of the points in $I$ are divisible by $p$, so
\( \text{Pr}[\text{all } \ell \text{ draws are divisible by } p] \leq (1.02/p)^\ell. \) Thus a union bound gives

\[
\text{Pr}[\text{gcd } 1] \leq \sum_{\text{prime } p} \text{Pr}[\text{all } \ell \text{ draws are divisible by } p] \\
\leq \sum_{\text{prime } p} (1.02/p)^\ell \\
< \sum_{n \geq 2} (1.02/n)^\ell \\
< (2/3)^\ell,
\]

and the proposition is proved.

We now describe an algorithm to learn \( S^* \) when \( S' \) is in \( 1/\varepsilon \)-heavy binomial form. The algorithm first makes a single draw from \( S^* \) call this the “reference draw”. With probability at least \( 9/10 \), it is from \( S \); let us assume from for the rest of the proof that this is the case, and let its value be \( v = a_1(N - r) + a_2 r \). Next, the algorithm makes \( m = \Omega(1/\sqrt{\varepsilon}) \) i.i.d. draws \( u_1, \ldots, u_m \) from \( S^* \). Since \( d_z V(S, S^*) < c\varepsilon \) for a small positive constant \( c \), and \( \varepsilon \) is at most a small constant, a union bound implies that, except for a failure probability \( O(1/\sqrt{\varepsilon}) < 1/10 \), all of these draws come from \( S \). Let us assume from here on that this is the case. For each \( i \), the algorithm sets \( v_i = u_i - v \), and computes the gcd of \( v_1, \ldots, v_m \). Each \( u_i \) equals \( a_1(N - n_i) + a_2 n_i \) where \( n_i \) is drawn from the PBD \( S' \), so we have that \( v_i = a_1(N - n_i) + a_2 n_i - a_1(N - r) - a_2 r = (a_2 - a_1)(n_i - r) \), and Proposition 55 gives that with failure probability at most \( O(\sqrt{\varepsilon}) \), the gcd of \( n_1 - r, \ldots, n_m - r \) is 1, so that the gcd of \( v_1, \ldots, v_m \) is equal to \( a_2 - a_1 \).

With the value of \( a_2 - a_1 \) in hand, it is straightforward to learn \( S \). Dividing each draw from \( S \) by \( a_2 - a_1 \), we get draws from \( \frac{a_1 N}{a_2 - a_1} + S' \) where \( S' \) is the PBD \( S_N \) described above. Such a “shifted PBD” can be learned easily as follows: if \( \frac{a_1 N}{a_2 - a_1} \) is an integer then this is a PBD \( a_1 + 1 \), hence is a PBD \( a_{\text{max} + 1} N \), and can be learned using the algorithm for learning a PBD \( N \), given the value of \( N' \). If \( \frac{a_1 N}{a_2 - a_1} \) is not an integer, then its non-integer part can be obtained from a single draw, and subtracting the non-integer part we arrive at the case handled by the previous sentence.

The algorithm described above has failure probability \( O(\sqrt{\varepsilon}) \), but by standard techniques like Proposition 26 (see also Haussler et al., 1991, Lemma 3.4) and this failure probability can be reduced to an arbitrary \( \delta \) at the cost of a \( \log(1/\delta) \) factor increase in sample complexity. This concludes the proof of Theorem 4.

11. A reduction for weighted sums of PBDs

Below we establish a reduction showing that an efficient algorithm for learning sums of weighted PBDs with weights \( \{0 = a_0, \ldots, a_k\} \) implies the existence of an efficient algorithm for learning sums of weighted PBDs with weights \( \{0 = a_0, \ldots, a_{k-1}\} \mod a_k \). Here by “learning sums of weighted PBDs with weights \( \{0 = a_0, \ldots, a_{k-1}\} \mod a_k \)” we mean an algorithm which is given
access to i.i.d. draws from the distribution $S' := (S \mod a_k)$ where $S$ is a weighted sum of PBDs with weights $\{0 = a_1, \ldots, a_{k-1}\}$, and should produce a high-accuracy hypothesis distribution for $S'$ (which is is supported over $\{0, 1, \ldots, a_k - 1\}$); so both the hypothesis distribution and the samples provided to the learning algorithm are reduced mod $a_k$. Such a reduction will be useful for our lower bounds because it enables us to prove a lower bound for learning a weighted sum of PBDs with $k$ unknown weights by proving a lower bound for learning mod $a_k$ with $k - 1$ weights.

The formal statement of the reduction is as follows:

**Theorem 56** Suppose that $A$ is an algorithm with the following properties: $A$ is given $N$, an accuracy parameter $\varepsilon > 0$, a confidence parameter $\delta > 0$, and distinct non-negative integers $0 = a_1, \ldots, a_k$. $A$ is provided with access to i.i.d. draws from a distribution $S$ where $S = a_2S_2 + \cdots + a_kS_k$ and each $S_i$ is an unknown PBD$_N$. For all $N$, $A$ makes $m(a_1, \ldots, a_k, \varepsilon, \delta)$ draws from $S$ and with probability at least $1 - \delta$ outputs a hypothesis $\tilde{S}$ such that $d_{\text{TV}}(S', \tilde{S}) \leq \varepsilon$.

Then there is an algorithm $A'$ with the following properties: $A'$ is given $N, 0 = a_1, \ldots, a_k, \varepsilon, \delta$ and is provided with access to i.i.d. draws from $T' := (T \mod a_k)$ where $T = a_2T_2 + \cdots + a_{k-1}T_{k-1}$ where in turn each $T_i$ is a PBD$_N$. $A'$ makes $m' = m(a_1, \ldots, a_k, \varepsilon, \delta/2)$ draws from $T'$ and with probability $1 - \delta$ outputs a hypothesis $\tilde{T}'$ such that $d_{\text{TV}}(T', \tilde{T}') \leq \varepsilon$.

**Proof** The high-level idea is simple; in a nutshell, we leverage the fact that the algorithm $A$ works with sample complexity $m(a_1, \ldots, a_k, \varepsilon, \delta)$ independent of $N$ for all $N$ to construct a data set suitable for algorithm $A$ from a “mod $a_k$” data set that is the input to algorithm $A'$.

In more detail, as above suppose the target distribution $T'$ is $(T \mod a_k)$ where $T = a_2T_2 + \cdots + a_{k-1}T_{k-1}$ and each $T_i$ is an independent PBD$_N$. Algorithm $A'$ works as follows: First, it makes $m'$ draws $v'_1, \ldots, v'_{m'}$ from $T'$, the $j$-th of which is equal to some value $(a_2N_{2,j} + \cdots + a_{k-1}N_{k-1,j}) \mod a_k$. Next, using its own internal randomness it makes $m'$ draws $N_{k,1}, \ldots, N_{k,m'}$ from the PBD$_N$ distribution $T_k := \text{Bin}(N^*,1/2)$ (we specify $N^*$ below, noting here only that $N^* \gg N$) and constructs the “synthetic” data set of $m'$ values whose $j$-th element is $v'_j := v'_j + a_kN_{k,j}$.

Algorithm $A'$ feeds this data set of values to the algorithm $A$, obtains a hypothesis $H$, and outputs $(H \mod a_k)$ as its final hypothesis.

To understand the rationale behind this algorithm, observe that if each value $v'_j$ were an independent draw from $T$ rather than $T'$ (i.e., if it were not reduced mod $a_k$), then each $v_j$ would be distributed precisely as a draw from $T^* := a_2T_2 + \cdots + a_{k-1}T_{k-1} + a_kT_k$ (observe that each PBD$_N$ is also a PBD$_{N^*}$, simply by having the “missing” $N^* - N_j$ Bernoulli random variables all trivially output zero). In this case we could invoke the performance guarantee of algorithm $A$ when it is run on such a target distribution. The issue, of course, is that $v'_j$ is a draw from $T'$ rather than $T$, i.e. $v'_j$ equals $(v_j \mod a_k)$ where $v_j$ is some draw from $T$. We surmount this issue by observing that since $a_kT_k$ is shift-invariant at scale $a_k$, by taking $T_k$ to have sufficiently large variance, we can make the variation distance between the distribution of each $v'_j$ and the original $v_j$ sufficiently small that so it is as if the values $v'_j$ actually were drawn from $T$ rather than $T'$.

In more detail, let us view $v'_j$ as the reduction mod $a_k$ of a draw $v_j$ from $T$ as just discussed; i.e., let $v'_j \in \{0, \ldots, a_k - 1\}$ satisfy $v'_j = v_j + a_kc_j$ for $c_j \in \mathbb{Z}$. We observe that each $c_j$ satisfies $|c_j| < a_{\text{max}} \cdot N$. Recalling that $T_k = \text{Bin}(N^*,1/2)$ has $\text{Var}[T_k] = N^*/4$, by Fact 18 we have that $d_{\text{TV}}(a_kT_k + T, a_kT_k + T') \leq O(1/\sqrt{N^*}) \cdot a_{\text{max}} \cdot N$. Hence the variation distance between
(a_k T_k + T')^{m'} (from which the sample u_1, \ldots, u_{m'} is drawn) and (a_k T_k + T)^{m'} = (T^*)^{m'} (what we would have gotten if each v_j were replaced by v_j) is at most O(1/\sqrt{N^*}) \cdot a_{\max} \cdot N \cdot m'. By taking N^* = \Theta((a_{\max} \cdot N \cdot m' / \delta)^2), this is at most \delta/2, so at the cost of a \delta/2 failure probability we may assume that the m' = m(a_1, \ldots, a_k, \varepsilon, \delta/2)-point sample u_1, \ldots, u_{m'} is drawn from T^*. Then with probability 1 - \delta/2 algorithm A outputs an \varepsilon-accurate hypothesis, call it T^* (this is the H mentioned earlier), for the target distribution T^* from which its input sample was drawn, so d_{TV}(\hat{T}^*, T^*) \leq \varepsilon. Taking T' to be (T^* \mod a_k) and observing that (T^* \mod a_k) \equiv T', we have that
\[ d_{TV}(\hat{T}', T') = d_{TV}((\hat{T}^* \mod a_k), (T^* \mod a_k)) \leq d_{TV}(\hat{T}^*, T^*) \leq \varepsilon, \]
and the proof is complete.

\section{12. Known-support lower bound for |A| = 4: Proof of Theorem 5}

Recall Theorem 5:

\textbf{Theorem 5 (Lower Bound for Learning \{a_1, ..., a_4\}-sums, known support)} Let A be any algorithm with the following properties: algorithm A is given N, an accuracy parameter \varepsilon > 0, distinct values 0 \leq a_1 < a_2 < a_3 < a_4 \in \mathbb{Z}, and access to i.i.d. draws from an unknown \{a_1, ..., a_4\}-sum S^*; and with probability at least 9/10 algorithm A outputs a hypothesis distribution S such that d_{TV}(S, S^*) \leq \varepsilon. Then there are infinitely many quadruples (a_1, a_2, a_3, a_4) such that for sufficiently large N, A must use \Omega(\log \log a_4) samples even when run with \varepsilon set to a (suitably small) positive absolute constant.

\subsection{12.1 Proof of Theorem 5}

Fix a_1 = 0 and a_2 = 1. (It suffices to prove a lower bound for this case.) To reduce clutter in the notation, let p = a_3 and q = a_4. Applying Theorem 56 it suffices to prove that \Omega(\log \log q) examples are needed to learn distributions of random variables of the form S = U + pV \mod q, where U and V are unknown PBDs over \Theta(N) variables. We do this in the rest of this section.

Since an algorithm that achieves a small error with high probability can be used to achieve small error in expectation, we may use Lemma 28, which provides lower bounds on the number of examples needed for small expected error, to prove Theorem 5. To apply Lemma 28, we must find a set of distributions S_1, \ldots, S_T, where S_i = U_i + pV_i \mod q, that are separated enough that they must be distinguished by a successful learning algorithm (this is captured by the variation distance lower bound of Lemma 28), but close enough (as captured by the Kullback-Liebler divergence upper bound) that this is difficult. We sketched the ideas behind our construction of these distributions S_1, \ldots, S_T, T = \log^{\Theta(1)} q, earlier in Section 3, so we now proceed to the actual construction and proof.

The first step is to choose p and q. The choice is inspired by the theory of rational approximation of irrational numbers. The core of the construction requires us to use an irrational number which is hard to approximate as a ratio of small integers but such that, expressed as a continued fraction, the convergents do not grow very rapidly. For concreteness, we will consider the inverse of the golden
ratio $\phi$:
\[
\frac{1}{\phi} = \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \cdots}}}
\]

Let $f_0 = 1, f_1 = 1, f_2 = 2, \ldots$ denote the Fibonacci numbers; It is easy to see that the $t^{th}$ convergent of $1/\phi$ is given by $f_{t-1}/f_t$. We take $p = f_L, q = f_{L+1}$ where we think of $L$ as an asymptotically large parameter (and of course $q = f_{L+1}$ implies $L = \Theta(\log q)$). Looking ahead, the two properties of $1/\phi$ which will be useful will be: (a) For any $t$, $t_{t}/f_{t+1}$ is a very good approximation of $1/\phi$, and moreover, (b) the approximations obtained by these convergents are essentially the best possible.

**Definition 57** Let $\rho_q(a,b)$ be the Lee metric on $\mathbb{Z}_q$, i.e., the minimum of $|j|$ over all $j$ such that $a = b + j$ mod $q$.

The following lemma records the properties of $p$ and $q$ that we will use. To interpret this lemma, it may be helpful to imagine starting at 0, taking steps of size $p$ through $[q]$, wrapping around when you get to the end, and dropping a breadcrumb after each step. Because $p$ and $q$ are relatively prime, after $q$ steps, each member of $[q]$ has a breadcrumb. Before this, however, the lemma captures two ways in which the breadcrumbs are “distributed evenly” (in fact, within constant factors of optimal) throughout the walk: (a) they are pairwise well-separated, and (b) all positions have a breadcrumb nearby.

**Lemma 58** There are absolute constants $c_1, c_2 > 0$ such that, for all integers $v \neq v', v, v' \in (-c_2q, c_2q)$, we have
\[
\rho_q(pv, pv') > \frac{c_1q}{\max \{|v|, |v'|\}}.
\]
Furthermore, for any $i \in [q]$, for any $t \leq L$, there is a $v \in \{-f_t, \ldots, f_t\}$ such that
\[
\rho_q(i, pv) \leq \frac{3q}{f_t}.
\]

To prove the first part of Lemma 58, we need the following lemma on the difficulty of approximating $1/\phi$ by rationals.

**Lemma 59 ((Hardy et al., 2008))** There is a constant $c_3 > 0$ such that for all positive integers $m$ and $n$,
\[
\left| \frac{m}{n} - \frac{1}{\phi} \right| \geq \frac{c_3}{n^2}.
\]

We will also use the fact that $\frac{f_{t-1}}{f_t}$ is a good approximation.

**Lemma 60 ((Hardy et al., 2008))** For all $t$,
\[
\left| \frac{f_{t-1}}{f_t} - \frac{1}{\phi} \right| < \frac{1}{f_t^2}.
\]
Proof [Proof of Lemma 58] Assume without loss of generality that \( v' < v \). By the definition of \( \rho_q \), there is an integer \( u \) such that

\[
|pv - pv' - uq| = \rho_q(pv, pv').
\]

Dividing both sides by \( q(v - v') \), we get

\[
\left| \frac{p}{q} - \frac{u}{v - v'} \right| = \frac{\rho_q(pv, pv')}{q(v - v')}.
\]

Hence we have

\[
\frac{c_3}{(v - v')^2} \leq \left| \frac{1}{\phi} - \frac{u}{v - v'} \right| < \frac{\rho_q(pv, pv')}{q(v - v')} + \frac{1}{q^2},
\]

where we have used Lemma 59 for the first inequality and Lemma 60 for the second.

If \( |v| \leq \sqrt{c_3/4} \cdot q \) and \( |v'| \leq \sqrt{c_3/4} \cdot q \), then we get

\[
\frac{\rho_q(pv, pv')}{q(v - v')} > \frac{c_3}{4(v - v')^2},
\]

so that

\[
\rho_q(pv, pv') > \frac{c_3q}{2(v - v')^2} \geq \frac{c_3q}{4 \max\{|v|, |v'|\}}.
\]

completing the proof of (45).

Now we turn to (46). Two applications of Lemma 60 and the triangle inequality together imply

\[
\left| \frac{f_{t-1}}{f_t} - \frac{p}{q} \right| = \left| \frac{f_{t-1}}{f_t} - \frac{f_L}{f_{L+1}} \right| \leq \left| \frac{f_{t-1}}{f_t} - \frac{1}{\phi} \right| + \left| \frac{f_L}{f_{L+1}} - \frac{1}{\phi} \right| \leq \frac{1}{f_t^2} + \frac{1}{f_{L+1}^2} \leq \frac{2}{f_t^2}.
\]

Thus, for all integers \( j \) with \( |j| \leq f_t \), we have

\[
\left| \frac{jf_{t-1}}{f_t} - \frac{jp}{q} \right| \leq \frac{2}{f_t}, \quad (47)
\]

Since \( f_{t-1} \) and \( f_t \) are relatively prime, the elements \( \left\{ \frac{jf_{t-1}}{f_t} \mod q : j \in [f_t] \right\} \) are exactly equally spaced over \([0, 1]\), so there is some \( \tilde{j} \in [q] \) such that the fractional part of \( \frac{jf_{t-1}}{f_t} \) is within \( \pm \frac{1}{f_t} \) of \( i/q \). Applying (47), the fractional part of \( \frac{jf_{t-1}}{f_t} \) is within \( \pm \frac{3}{f_t} \) of \( i/q \), and scaling up by \( q \) yields (46), completing the proof of Lemma 58.

Let \( \ell = \lfloor \sqrt{L} \rfloor \). Now that we have \( p \) and \( q \), we turn to defining \( (U_1, V_1), \ldots, (U_\ell, V_\ell) \). The distributions that are hard to distinguish will be chosen from among

\[
S_1 = U_1 + pV_1 \mod q, \ldots, S_\ell = U_\ell + pV_\ell \mod q.
\]

For a positive integer \( a \) let \( \text{Bin}(a^2, 1/2) \) be the Binomial distribution which is a sum of \( a^2 \) independent Bernoulli random variables with expectation \( 1/2 \), and let \( W(a) = \text{Bin}(2a^2, 1/2) - a^2 \). Let \( C = \lceil a^2/q \rceil \) so that \( Cq - a^2 \geq 0 \), and observe that

\[
W(a) + Cq \mod q \quad \text{is identical to} \quad W(a) \mod q,
\]

65
and that $W(a) + Cq$ is a PBD$_{\Theta(q+a^2)}$ distribution.

We will need a lemma about how the $W$ random variables “behave like discretized Gaussians” that is a bit stronger in some cases than the usual Chernoff-Hoeffding bounds. We will use the following bound on binomial coefficients:

**Lemma 61 (Rosen, 1999)** If $k = o(n^{3/4})$, then

$$ \frac{1}{2^n} \cdot \left( \frac{n}{\lfloor n/2 \rfloor + k} \right) = O \left( \frac{1}{\sqrt{n}} \exp \left( -\frac{2k^2}{n} \right) \right). $$

Now for our bound regarding $W$.

**Lemma 62** There is a constant $c_4 > 0$ such that for all $k$,

$$ \Pr[W(a) = k] \leq \frac{c_4 \exp \left( -\frac{k^2}{2a^2} \right)}{a}. $$

**Proof** If $|k| \leq a^{4/3}$, the lemma follows directly from Lemma 61. If $|k| > a^{4/3}$, we may suppose w.l.o.g. that $k$ is positive. Then Hoeffing’s inequality implies that

$$ \Pr[W(a) = k] \leq \Pr[W(a) \geq k] \leq \exp \left( -\frac{k^2}{2a^2} \right) \leq \exp \left( -\frac{k^2}{2a^2} \right) \exp \left( -\frac{a^{2/3}}{2} \right) = O \left( \exp \left( -\frac{k^2}{2a^2} \right) /a \right), $$

completing the proof. \[\square\]

The following lemma may be considered a standard fact about binomial coefficients, but for completeness we give a proof below.

**Lemma 63** For every $c > 0$, there exists $c' > 0$ such that for all integers $x, a$ with $|x| < c \cdot a$,

$$ \Pr[W(a) = x] \geq \frac{c'}{a}. $$

**Proof** Note that

$$ \Pr[W(a) = x] = \frac{1}{2^{2a^2}} \cdot \binom{2a^2}{a^2 + x} $$

Thus,

$$ \Pr[W(a) = x] \geq \frac{1}{2^{2a^2}} \cdot \binom{2a^2}{a^2} \cdot \frac{(a^2)!((a^2)!}{(a^2 + x)!((a^2 - x)!} \geq \frac{1}{10 \cdot a} \cdot \prod_{j=1}^{x} \frac{a^2 - j + 1}{a^2 + j} = \frac{1}{10 \cdot a} \cdot \prod_{j=1}^{x} \frac{1 - \frac{j-1}{a^2}}{1 + \frac{1}{a^2}} \geq \frac{1}{10 \cdot a} \cdot \prod_{j=1}^{x} e^{-\frac{10 \cdot j}{a^2}} \geq \frac{1}{10 \cdot a} \cdot e^{-\frac{10 \cdot a^2}{a^2}}. $$
Here the second inequality uses that $2^{-2n} \cdot \binom{2n}{n} \geq \frac{1}{10 \sqrt{n}}$ and the third inequality uses that for $j \leq a^2/2$, $e^{-\frac{10j}{a^2}} \leq (1 - \frac{j}{a^2})/(1 + \frac{j}{a^2})$. The bound on $\Pr[W(a) = x]$ follows immediately. ■

Now, let $U_t = W\left(\left\lfloor \frac{p}{ct}f_t \right\rfloor \right)$, where $c_5$ is a constant that we will set in the analysis, and let $V_t = W(f_t)$. Recall that $S_t = U_t + pV_t \mod q$. Let $\ell' = \lfloor L^{1/4} \rfloor$ and recall that $\ell = \lfloor L^{1/2} \rfloor$. Let $S = \{S_{t'}, \ldots, S_t\}$. This is the set of $\Omega(\log^{1/2} q)$ distributions to which we will apply Lemma 28.

Now, to apply Lemma 28 we need upper bounds on the KL-divergence between pairs of elements of $S$, and lower bounds on their total variation distance. Intuitively, the upper bound on the KL-divergence will follow from the fact that each $S_t$ “spaces apart by $\Theta(p/f_t)$ PBDs with a lot of measure in a region of size $p/f_t$” (i.e. the translated $U_t$ distributions), so the probability never gets very small between consecutive “peaks” in the distribution; consequently, all of the probabilities in all of the distributions are within a constant factor of one another. The following lemma makes this precise:

**Lemma 64** There is a constant $c_6 > 0$ such that, for large enough $q$, if $\lfloor L^{1/4} \rfloor < t < L^{1/2}$, for all $i \in [q]$,

$$
\frac{1}{c_6 q} \leq \Pr[S_t = i] \leq \frac{c_6}{q}.
$$

**Proof** Fix an arbitrary $t$ for which $\lfloor L^{1/4} \rfloor < t < L^{1/2}$. Since $t$ is fixed, we drop it from all subscripts.

First, let us work on the lower bound. Roughly, we will show that a random $v \sim V$ has a good chance of translating $U$ within $\Theta(\sigma(U))$ of $i$. Specifically, (46) implies that there is a $u \in [-3|q/f_t|, 3|q/f_t|]$ and a $v \in [-f_t, f_t]$ such that $i = u + pv \mod q$. Thus

$$
\Pr[S = i] \geq \Pr[U = u] \cdot \Pr[V = v] \geq \Omega \left( \frac{f_t}{p} \cdot \frac{1}{f_t} \right) \geq \Omega \left( \frac{1}{p} \right) = \Omega \left( \frac{1}{q} \right),
$$

where the second inequality follows from an application of Lemma 63 (recalling that $q = \Theta(p)$).

Now for the upper bound. We have

$$
\Pr[S = i] = \sum_v \Pr[S = i | V = v] \Pr[V = v]
= \sum_v \Pr[U = i - pv \mod q] \Pr[V = v]
\leq o(1/q) + \sum_{v: \|v\| \leq \sigma(V) \ln q} \Pr[U = i - pv \mod q] \Pr[V = v],
$$

since $\Pr[\|v\| > \sigma(V) \ln q] = o(1/q)$. Let $V_1 = [-\sigma(V), \sigma(V)]$, and, for each $j > 1$, let $V_j = [-j\sigma(V), j\sigma(V)] - V_{j-1}$. Then

$$
\Pr[S = i] \leq o(1/q) + \sum_{j=1}^{\lfloor \ln q \rfloor} \sum_{v \in V_j} \Pr[U = i - pv \mod q] \Pr[V = v]
\leq o(1/q) + O(1) \cdot \sum_{j=1}^{\lfloor \ln q \rfloor} e^{-j^2/2 \sigma(V)} \sum_{v \in V_j} \Pr[U = i - pv \mod q],
$$

(48)
by Lemma 62

Now fix a $j \leq \ln q$. Let $(v_k')_{k=1,2,...}$ be the ordering of the elements of $V_j$ by order of increasing $\rho_q$-distance from $pv_k'$ to $i$. Since each $|v_k'| \leq j \cdot \sigma(V) \ll c_2q$, Lemma 58 implies that $\rho_q$-balls of radius $\Omega\left(\frac{q}{j\sigma(V)}\right)$ centered at members of $pv_1',...,pv_k'$ are disjoint, so

$$k \cdot \Omega\left(\frac{q}{j\sigma(V)}\right) < 2\rho_q(pv_k',i) + 1.$$  

Since $\sigma(U)\sigma(V) = \Theta(q)$, we get

$$\rho_q(pv_k',i) = \Omega\left(\frac{k\sigma(U)}{j}\right).$$  

(49)

Applying Lemma 62, we get

$$\sum_{v \in V_j} \Pr[U = i - pv \mod q] \leq \frac{1}{\sigma(U)} \sum_{k>0} \exp\left(-\Omega\left(\frac{k^2 \cdot \sigma^2(U)}{j^2 \sigma^2(U)}\right)\right) = O\left(\frac{j}{\sigma(U)}\right).$$

Combining with (48), we get

$$\Pr[S = i] = \sum_{j=1}^{\infty} O\left(\frac{j}{\sigma(U)}\right) \cdot O\left(\frac{1}{\sigma(V)}\right) \cdot e^{-j^2/2} = O\left(\frac{1}{\sigma(U) \cdot \sigma(V)}\right) = O\left(\frac{1}{q}\right).$$

This finishes the upper bound on $\Pr[S = i]$, concluding our proof.

We have the following immediate corollary.

**Lemma 65** There is a constant $c_7$ such that, for all $i,j \in \{\ell',...,\ell\}$, we have $D_{KL}(S_i||S_j) \leq c_7$.

It remains only to give a lower bound on the total variation distance.

**Lemma 66** There is a positive constant $c_8$ such that, for large enough $q$, for $\ell \geq i > j$, we have $d_{TV}(S_i,S_j) > c_8$.

**Proof** Let $W$ be the union of two integer intervals

$$W = [-f_i,...,-f_{j+1}] \cup [f_{j+1},...,f_i].$$

It may be helpful to think of $W$ as being comprised of $v$ such that $pv$ is the location of a “peak” in $S_i$, but not in $S_j$. We will show that $S_i$ assigns significantly more probability to points close to $pv$ than $S_j$ does.

Choose $v \in W$, and $u$ with $|u| \leq \frac{p}{c_5f_i}$. (We will later set $c_5 > 0$ to be a sufficiently large absolute constant.) For large enough $q$, standard facts about binomial coefficients give that

$$\Pr[S_i = pv + u \mod q] \geq \Pr[V_i = v] \cdot \Pr[U_i = u] \geq \frac{1}{5f_i} \cdot \frac{c_5f_i}{5p} = \frac{c_5}{25p}. \quad (50)$$
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Now, let us upper bound $\Pr[S_j = pv + u \mod q]$. Let $a \in [q]$ be such that $pv + u = a \mod q$. We have

$$
\Pr[S_j = a] = \sum_v \Pr[S_j = a \mid V_j = v] \Pr[V_j = v] < o(1/q^2) + \sum_{v: |v| \leq \sigma(V_j) \ln q} \Pr[S_j = a \mid V_j = v] \Pr[V_j = v].
$$

As before, let $V_1 = [-\sigma(V_j), \sigma(V_j)]$, and, for each $h > 1$, let $V_h = [-h \sigma(V_j), h \sigma(V_j)] - V_{h-1}$, so that Lemma 62 implies

$$
\Pr[S_j = a] \leq o(1/q^2) + \sum_{h=1}^{\lfloor \ln q \rfloor} \sum_{v \in V_h} \Pr[U_j = a - pv \mod q] \Pr[V_j = v]
$$

$$
\leq o(1/q^2) + \sum_{h=1}^{\lfloor \ln q \rfloor} \frac{c_4 e^{-(h-1)^2/2}}{\sigma(V_j)} \sum_{v \in V_h} \Pr[U_j = a - pv \mod q].
$$

Let $(v_k')_{k=1,2,...}$ be the ordering of the elements of $V_h$ by order of increasing $\rho_q$ distance from $a$ to $pv_k'$. Since each $|v_k'| \leq h \cdot \sigma(V) \ll c_2 q$, Lemma 58 implies that $\rho_q$-balls of radius $\frac{c_1 q}{2h f_j}$ centered at members of $pv_1', ..., pv_k'$ are disjoint, so

$$
k \cdot \frac{c_1 q}{h f_j} < 2 \rho_q(a, pv_k') + \frac{c_1 q}{h f_j}.
$$

so, for large enough $q$, we have

$$
\rho_q(a, pv_k') > \frac{c_1 (k-1) q}{5h f_j}.
$$

Using this with Lemma 62, we get that, for large enough $q$,

$$
\sum_{v \in V_h} \Pr[U_j = a - pv \mod q] \leq \frac{1}{\sigma(U_j)} \sum_k c_4 \exp \left( -\frac{(k-1)^2 c_1^2 q^2 c_2^2}{100 h^2 p^2} \right)
$$

$$
\leq 2 \cdot \frac{c_4 c_5 f_j}{p} \sum_k \exp \left( -\frac{(k-1)^2 c_1^2 c_2^2}{100 h^2} \right)
$$

$$
\leq \frac{c_4 c_5 f_j}{p} \cdot \frac{40(h+1)}{c_1 c_5} = \frac{40(h+1)c_1 f_j}{c_1 p}.
$$

Plugging back into (52), we get

$$
\Pr[S_j = a] \leq o(1/q^2) + 40 \sum_{h=1}^{\lfloor \ln q \rfloor} \frac{(h+1)e^{-(h-1)^2/2c_3^2}}{c_1 p}.
$$

Thus, if $c_5$ is a large enough absolute constant, there is a constant $c_7$ such that

$$
\Pr[S_i = pv + u \mod q] - \Pr[S_j = pv + u \mod q] > \frac{c_7}{p},
$$

for all $v \in \mathcal{V}$, and $u$ with $|u| \leq \frac{p}{c_6 f_j}$. Lemma 58 implies that, if $c_5$ is large enough, the resulting values of $pv + u$ are distinct elements of $[q]$, and the number of such pairs is at least $(f_{i+1} - f_i) \cdot \Omega(\frac{p}{f_j})$, which is $\Omega(p)$, which completes the proof.
13. Lower bound for \((a_{\text{max}}, 3)\)-sums: Proof of Theorem 6

Theorem 6 follows from the following stronger result, which gives a lower bound for learning a weighted sum of PBDs with weights \(\{0 = a_1, a_2, a_3\}\) even if the largest support value \(a_3\) is known.

Theorem 67 \((k = 3, \text{strengthened unknown-support lower bound})\) Let \(A\) be any algorithm with the following properties: algorithm \(A\) is given \(N\), an accuracy parameter \(\varepsilon > 0\), a value \(0 < a_{\text{max}} \in \mathbb{Z}\), and access to i.i.d. draws from an unknown \(S = a_2 S_2 + a_3 S_3\), where \(a_3\) is the largest prime that is at most \(a_{\text{max}}\) and \(0 < a_2 < a_3\). (So the values \(a_1 = 0\) and \(a_3\) are “known” to the learning algorithm \(A\), but the value of \(a_2\) is not.) Suppose that \(A\) is guaranteed to output, with probability at least \(9/10\), a hypothesis distribution \(\tilde{S}\) satisfying \(d_{TV}(S, \tilde{S}) \leq \varepsilon\). Then for sufficiently large \(N\), \(A\) must use \(\Omega(\log a_{\text{max}})\) samples even when run with \(\varepsilon\) set to a (suitably small) positive absolute constant.

Via our reduction, Theorem 56 we obtain Theorem 67 from the following lower bound for learning a single scaled PBD mod \(a_3\) when the scaling factor is unknown:

Theorem 68 (lower bound for learning mod \(a_3\)) Let \(A\) be any algorithm with the following properties: algorithm \(A\) is given \(N\), an accuracy parameter \(\varepsilon > 0\), a value \(0 < a_{\text{max}} \in \mathbb{Z}\), and access to i.i.d. draws from a distribution \(S' = (a_2 S_2 \mod a_3)\) where \(S_2\) is a PBD, \(a_3\) is the largest prime that is at most \(a_{\text{max}}\) and \(a_2 \in \{1, \ldots, a_3 - 1\}\) is “unknown” to \(A\). Suppose that \(A\) is guaranteed to output a hypothesis distribution \(\tilde{S}'\) satisfying \(E[d_{TV}(S', \tilde{S}')] \leq \varepsilon\) (where the expectation is over the random samples drawn from \(S'\) and any internal randomness of \(A\)). Then for sufficiently large \(N\), \(A\) must use \(\Omega(\log a_{\text{max}})\) samples even when run with \(\varepsilon\) set to some sufficiently small absolute constant.

While Theorem 68 lower bounds the expected error of the hypothesis produced by a learning algorithm that uses too few samples, such a lower bound is easily seen to imply an \((\varepsilon, \delta)\)-type bound as well. Thus to prove Theorem 67 (and thus Theorem 6) it suffices to prove Theorem 68.

13.1 Proof of Theorem 68

Recall that by the Bertrand-Chebychev theorem we have \(a_3 = \Theta(a_{\text{max}})\); throughout what follows we view \(a_3\) as a “sufficiently large” prime number. Let \(S_2\) be the distribution \(\text{Bin}(N', \frac{1}{2}) + a_3 - \left(\frac{N'}{2} - c\sqrt{N'}\right)\), where \(N' = \left\lceil \left(\frac{a_3}{cK}\right)^2 \right\rceil\) and \(c, K > 0\) are absolute constants that will be specified later. (It is helpful to think of \(c\) as being a modest number like, say, 10, and to think of \(K\) as being extremely large relative to \(c\).) Note that \(S_2\) is a PBD for \(N = \text{poly}(a_3)\), and that \(S_2\) has \(\text{Var} [S_2] = N'/4 = \sigma^2_{S_2}\), where \(\sigma_{S_2} = (a_3)/(cK) + O(1)\). Note further that nothing is “unknown” about \(S_2\) — the only thing about \(S' = a_2 S_2\) that is unknown to the learner is the value of \(a_2\).

Remark 69 For intuition, it is useful to consider the distribution \(S_2 \mod a_3\), and to view it as a coarse approximation of the distribution \(U\) which is uniform over the interval \(\{1, \ldots, c\sqrt{N'}\}\) where \(c\sqrt{N'} \approx a_3/K\); we will make this precise later.

The lower bound of Theorem 68 is proved by considering distributions \(S'_r, 1 \leq r \leq a_3 - 1\), which are defined as \(S'_r := (r \cdot S_2 \mod a_3)\). The theorem is proved by applying the generalized
Fano’s Inequality (Theorem 28) to a subset of the distributions \( \{S'_r\}_{r \in [a_3 - 1]} \); recall that this requires both an upper bound on the KL divergence and a lower bound on the total variation distance. The following technical lemma will be useful for the KL divergence upper bound:

**Lemma 70** For any \( 1 \leq r_1 \neq r_2 \leq a_3 - 1 \) and any \( j \in \{0, 1, \ldots, a_3 - 1\}, \) the ratio \( S'_{r_1}(j) / S'_{r_2}(j) \) lies in \([1/C, C]\) where \( C \) is a constant (that is independent of \( a_3 \) but depends on \( c, K \)).

**Proof** Recalling that \( a_3 \) is prime, for any \( r \in [a_3 - 1] \) and any \( j \in \{0, 1, \ldots, a_3 - 1\}, \) if \( r^{-1} \in [a_3] \) is such that \( r^{-1} \equiv 1 \mod a_3, \) we have

\[
S'_r(j) = \Pr[r \cdot S \equiv j \mod a_3] = \Pr[S \equiv j r^{-1} \mod a_3] = \Theta(1) \cdot S_2(M),
\]

where \( M \in \{0, 1, \ldots, N\} \) is the integer in \( a_3 \mathbb{Z} + j r^{-1} \) that is closest to \( N/2. \) Since \( |M - N/2| \leq a_3/2 = \Theta(\sqrt{N}) \) and \( S_2 = \text{Bin}(N, 1/2), \) standard facts about binomial coefficients imply that \( S_2(M) = (N^2) / 2^N = \Theta(1) / \sqrt{N}, \) from which the lemma follows.

From this, recalling the definition of KL-divergence \( D_{KL}(S'_r || S'_{r'}) = \sum_i S_{r_1}(i) \ln \frac{S'(i)}{S'_{r'}(i)}, \) we easily obtain

**Corollary 71** For any \( 1 \leq r_1 \neq r_2 \leq a_3 - 1 \) we have \( D_{KL}(S'_r || S'_{r'}) = O(1). \)

Next we turn to a lower bound on the variation distance; for this we will have to consider only a restricted subset of the distributions \( \{S'_r\}_{r \in [a_3 - 1]} \), and use a number theoretic equidistribution result of Shparlinski. To apply this result it will be most convenient for us to work with the distribution \( \mathbb{U} \) instead of \( S_2 \) (recall Remark 69) and to bring \( S_2 \) and the \( S'_r \) distributions into the picture later (in Section 13.1.2) once we have established an analogue of our desired result for some distributions related to \( \mathbb{U} \).

### 13.1.1 Equidistribution of Scaled Modular Uniform Distributions \( \mathbb{U}'_r \).

For \( 1 \leq r \leq a_3 - 1 \) we consider the distributions \( \mathbb{U}'_r := (r \cdot \mathbb{U} \mod a_3) \) (note the similarity with the distributions \( S'_r \)). Since for each \( r \in [a_3 - 1] \) the distribution \( \mathbb{U}'_r \) is uniform on a \( \Theta(1/K) \)-fraction of the domain \( \{0, 1, \ldots, a_3 - 1\}, \) it is natural to expect that \( d_{TV}(\mathbb{U}'_{r_1}, \mathbb{U}'_{r_2}) \) is large for \( r_1 \neq r_2. \) To make this intuition precise, we make the following definition.

**Definition 72** Given integers \( r, p, Y, Z \) and a set \( \mathcal{X} \) of integers, we define

\[
N_{r,p}(\mathcal{X}, Y, Z) := \left| \left\{ (x, y) \in \mathcal{X} \times [Z + 1, Z + Y] : r \cdot x \equiv y \mod p \right\} \right|.
\]

We will use the following, which is due to Shparlinski (2008).

**Lemma 73** (Shparlinski, 2008) For all integers \( p, Z, X, Y \) such that \( p \geq 2 \) and \( 0 < X, Y < p, \) for any \( \mathcal{X} \subseteq \{1, \ldots, X\}, \) we have

\[
\sum_{r=1}^{p} \left| N_{r,p}(\mathcal{X}, Y, Z) - \frac{\left| \mathcal{X} \right| \cdot Y}{p} \right|^2 \leq \left| \mathcal{X} \right| \cdot (X + Y) \cdot p^{\Theta(1)}.
\]
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We shall use the following corollary. Set $\mathcal{X} = \{1, ..., X\}$. Let us define the quantity

$$\mathcal{N}_{r,X} = |\{(x,y) : x,y \in \mathcal{X}, r \cdot x \equiv y \text{ (mod } p)\}|.$$ 

Taking $Z = 0$ and $Y = X$, we get:

**Corollary 74** For all integers $p$ and $X$ such that $p > 0$ and $0 < X < p$, we have

$$\sum_{r=1}^{p} \left| \mathcal{N}_{r,X} - \frac{X^2}{p} \right|^2 \leq X^2 \cdot p^{o(1)}.$$ 

This easily yields

$$\mathbb{E}_{r \in \{p\}} \left[ \left| \mathcal{N}_{r,X} - \frac{X^2}{p} \right|^2 \right] \leq \frac{X^2}{p^{1-o(1)}}$$

which in turn implies

$$\mathbb{P}_{r \in \{p\}} \left[ \mathcal{N}_{r,X} \geq \frac{2X^2}{p} \right] \leq \frac{p^{1+o(1)}}{X^2}.$$ 

We specialize this bound by setting $X$ to be $\lceil c\sqrt{N} \rceil$ and $p = a_3$ which gives $\frac{X^2}{p} = \frac{a_3}{K^2} + O(1)$, from which we get that

$$\mathbb{P}_{r \in \{a_3\}} \left[ \mathcal{N}_{r,X} \geq \frac{2a_3}{K^2} \right] \leq \frac{a_3^{o(1)}}{a_3}.$$ (53)

Using (53) it is straightforward to show that there is a large subset of the distributions $\{U'_r\}_{r \in \{a_3\}}$, any two of which are very far from each other in total variation distance:

**Theorem 75** Given any sufficiently large prime $a_3$, there is a subset of $t \geq a_3^{1/3}$ many values $\{q_1, \ldots, q_t\} \subset \{a_3\}$ such that for any $q_i \neq q_j$ we have $d_{TV}(U'_{q_i}, U'_{q_j}) \geq 1 - \frac{3}{K}$.

**Proof** To prove the theorem it suffices to show that if $q_1, q_2$ are chosen randomly from $\{a_3\}$ then $d_{TV}(U'_{q_1}, U'_{q_2}) \geq 1 - \frac{3}{K}$ with probability $1 - \frac{a_3^{o(1)}}{a_3}$. (From there, the theorem follows from a standard deletion argument (Alon et al., 1992).) Since $a_3$ is prime, to show this it suffices to prove that for a randomly chosen $r \in \{a_3\}$ we have that $d_{TV}(U, U'_r) \geq 1 - \frac{3}{K}$ with probability $1 - \frac{a_3^{o(1)}}{a_3}$.

Observe that for a given outcome of $r$, since both $U$ and $U'_r$ are uniform distributions over their domains ($\mathcal{X}$ and $(r \cdot \mathcal{X} \text{ mod } a_3)$ respectively) which are both of size $X = \lceil c\sqrt{N} \rceil$, we have that

$$d_{TV}(U, U'_r) = 1 - \frac{\mathcal{N}_{r,X}}{X} = 1 - \frac{\mathcal{N}_{r,X}}{\lceil c\sqrt{N} \rceil} = 1 - \frac{\mathcal{N}_{r,X}}{a_3/K + O(1)},$$

which is at least $1 - \frac{3}{K}$ provided that $\mathcal{N}_{r,X} < \frac{2a_3}{K^2}$. So by (53) we get that $d_{TV}(U, U'_r) \geq 1 - \frac{3}{K}$ with probability $1 - \frac{a_3^{o(1)}}{a_3}$ over a random $r$, as desired, and we are done. 
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13.1.2 Concluding the Proof of Theorem 68.

Given Theorem 75 it is not difficult to argue that the related family of distributions \( \{ S'_q, \ldots, S'_q \} \) are all pairwise far from each other with respect to total variation distance. First, recall that \( S_2 \) is a \( \text{Bin}(N', \frac{1}{2}) \) distribution (mod \( a_3 \)) which has been shifted so that its mode is in the center of \( \text{supp}(U) \) and so that the left and right endpoints of \( \text{supp}(U) \) each lie \( c/2 \) standard deviations away from its mode. From this, the definition of \( S'_q \), and well-known tail bounds on the Binomial distribution it is straightforward to verify that a \( 1 - e^{-\Theta(c^2)} \) fraction of the probability mass of \( S'_q \) lies on \( \text{supp}(U'_{q_i}) \), the support of \( U'_{q_i} \). Moreover, standard bounds on the Binomial distribution imply that for any two points \( \alpha, \beta \in \text{supp}(U'_{q_i}) \), we have that

\[
\frac{1}{\Gamma(c)} \leq \frac{S'_q(\alpha)}{S'_q(\beta)} \leq \Gamma(c)
\]

where \( \Gamma(c) \) is a function depending only on \( c \). Let \( S''_q \) denote \( (S'_q)_{\text{supp}(U'_{q_i})} \), that is the conditional distribution of \( S'_q \) restricted to the domain \( \text{supp}(U'_{q_i}) \). Recalling Theorem 75 and the fact that \( d_{TV}(U'_{q_i}, U'_{q_j}) = 1 - \frac{|\text{supp}(U'_{q_i}) \cap \text{supp}(U'_{q_j})|}{|\text{supp}(U'_{q_i})|} \), by (54) we see that by choosing \( K \) to be suitably large relative to \( \Gamma(c) \), we can ensure that \( d_{TV}(S''_{q_i}, S''_{q_j}) \) is at least \( 9/10 \). Since \( d_{TV}(S''_r, S''_r) \leq e^{-\Theta(c^2)} \), taking \( c \) to be a modest positive constant like 10, we get that \( d_{TV}(S'_r, S'_r) \) is at least \( 8/10 \) (with room to spare). Thus we have established:

**Theorem 76** Given any sufficiently large prime \( a_3 \), there is a subset of \( t \geq a_3^{1/3} \) many values \( \{ q_1, \ldots, q_t \} \subset [a_3] \) such that for any \( q_i \neq q_j \) we have \( d_{TV}(S'_q, S'_q) \geq 4/5 \).

All the pieces are now in place to apply Fano’s Inequality. In the statement of Theorem 28 we may take \( \alpha = 1 \) (by Theorem 76), \( \beta = O(1) \) (by Corollary 71), and \( \epsilon \) to be an absolute constant, and Theorem 28 implies that any algorithm achieving expected error at most \( \epsilon \) must use \( \Omega(\ln t) = \Omega(\ln a_3) \) samples. This concludes the proof of Theorem 68.
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Appendix A. Time complexity of evaluating and sampling from our hypotheses

Inspection of our learning algorithms reveals that any possible hypothesis distribution $H$ that the algorithms may construct, corresponding to any possible vector of outcomes for the guesses that the algorithms may make, must have one of the following two forms:

(a) (see Sections 8.1 and 9.1) $H$ is uniform over a multiset $S$ of at most $1/\varepsilon^{2\text{poly}(k)}$ many integers (see the comment immediately after Fact 25; note that the algorithm has $S$).

(b) (see Lemma 35 and Definition 29) $H$ is of the form $U_{\mathcal{Y}} + Z$ where $\mathcal{Y}$ is a multiset of at most $1/\varepsilon^{2\text{poly}(k)}$ integers (note that the algorithm has $\mathcal{Y}$) and $Z = \sum_{a=1}^{K=\text{poly}(k)} p_a Z_a$ where $Z_a$ is the uniform distribution on the interval $[-c_a,c_a] \cap \mathbb{Z}$ (and the algorithm has $K$, the $p_a$’s, and the $c_a$’s).

It is easy to see that a draw from a type-(a) distribution can be simulated in time $1/\varepsilon^{2\text{poly}(k)}$, and likewise it is easy to simulate an $\text{eval}_{\mathcal{H}}$ oracle for such a distribution in the same time. It is also easy to see that a draw from a type-(b) distribution can be simulated in time $1/\varepsilon^{2\text{poly}(k)}$. The main result of this appendix is Theorem 77 stated below. Given this theorem it is easy to see that a type-(b) $\text{eval}_{\mathcal{H}}$ oracle can be simulated in time $1/\varepsilon^{2\text{poly}(k)}$, which is the final piece required to establish that our hypotheses can be efficiently sampled and evaluated as required by Corollary 27.

**Theorem 77** Let $H$ be a distribution which is of the form $H = Y + \sum_{a=1}^{K} p_a \cdot Z_a$ where the distributions $Y, Z_1, \ldots, Z_K$ are independent integer valued random variables. Further,

1. Each $Z_a$ is uniform on the integer intervals $[-\gamma_a, \ldots, \gamma_a]$.

2. $Y$ is supported on a set $A_Y \subseteq \mathbb{Z}$ of size $m$ with the probabilities given by $\{\alpha_{V}\}_{V \in A_Y}$.

Given as input the sets $A_Y$, $\{p_a\}_{a=1}^K$, $\{\alpha_{V}\}_{V \in A_Y}$ and $\{\gamma_a\}_{a=1}^K$ and a point $x \in \mathbb{Z}$, we can evaluate $\Pr[H = x]$ in time $\mathcal{O}(K)$ where $\mathcal{L}$ is the length of the input.

Our chief technical tool to prove this will be the following remarkable theorem of Barvinok (1994), which shows that the number of integer points in a rational polytope can be computed in polynomial time when the dimension is fixed:

**Theorem 78 (Barvinok)** There is an algorithm with the following property: given as input a list of $m$ pairs $(a_1,b_1), \ldots, (a_m,b_m)$ where each $a_i \in \mathbb{Q}^d$, $b_i \in \mathbb{Q}$, specifying a polytope $X \subseteq \mathbb{R}^d$, $X = \{x \in \mathbb{R}^d : \langle a_i, x \rangle \leq b_i \}_{i=1}^m$, the algorithm outputs the number of integer points in $X$ in time $\mathcal{O}(d)$ where $\mathcal{L}$ is the length of the input, that is the description length of $\{a_i\}_{i=1}^m$ and $\{b_i\}_{i=1}^m$.

We will use this algorithm via the following lemma.

**Lemma 79** Let $H'$ be a distribution which is of the form $H' = V + \sum_{a=1}^{K} p_a \cdot Z_a$ where $V, p_1, \ldots, p_K \in \mathbb{Z}$ and $Z_1, \ldots, Z_K$ are independent integer valued random variables and for $1 \leq a \leq K$, $Z_a$ is uniform on $[-\gamma_a, \ldots, \gamma_a]$. Then, given any point $x \in \mathbb{Z}$, $\{p_a\}_{a=1}^K$, $\{\gamma_a\}_{a=1}^K$ and $V$, the value $\Pr[H' = x]$ can be computed in time $\mathcal{O}(K)$ where $\mathcal{L}$ is the description size of the input.
**Proof** Consider the polytope defined by the following inequalities:

\[
\text{for } 1 \leq a \leq k, \quad -\gamma_a \leq y_a \leq \gamma_a, \quad \text{and} \quad x - V - 0.1 \leq \sum_{a=1}^{K} p_a \cdot y_a \leq x - V + 0.1.
\]

Then it is easy to see that if \( N_x \) is the number of integer points in the above polytope, then

\[
\Pr[H' = x] = N_x \cdot \prod_{a=1}^{K} \frac{1}{2\gamma_a + 1}.
\]

Combining this observation with Theorem 78 proves the lemma.

**Proof of Theorem 77** Let \( V \in \mathcal{A}_Y \). Then, using Lemma 79, we obtain that for \( H_V = V + \sum_{a=1}^{K} p_a \cdot Z_a \), \( \Pr[H_V = x] \) can be computed in time \( L^{O(K)} \). Now, observe that

\[
\Pr[H = x] = \sum_{V \in \mathcal{A}_Y} \Pr[H_V = x] \cdot \alpha_V.
\]

As each term of the above sum can be computed in time \( L^{O(K)} \), hence the total time required to compute the above sum is bounded by \( L^{O(K)} \) (note that \( L \geq |\mathcal{A}_Y| \)).
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