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Abstract

Learning rates for least-squares regression are typically expressed in terms of $L_2$-norms. In this paper we extend these rates to norms stronger than the $L_2$-norm without requiring the regression function to be contained in the hypothesis space. In the special case of Sobolev reproducing kernel Hilbert spaces used as hypotheses spaces, these stronger norms coincide with fractional Sobolev norms between the used Sobolev space and $L_2$. As a consequence, not only the target function but also some of its derivatives can be estimated without changing the algorithm. From a technical point of view, we combine the well-known integral operator techniques with an embedding property, which so far has only been used in combination with empirical process arguments. This combination results in new finite sample bounds with respect to the stronger norms. From these finite sample bounds our rates easily follow. Finally, we prove the asymptotic optimality of our results in many cases.
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1. Introduction

Given a data set $D = \{(x_i, y_i)\}_{i=1}^n$ independently sampled from an unknown distribution $P$ on $X \times Y$, the goal of non-parametric least-squares regression is to estimate the conditional mean function $f^*_P : X \to Y$ given by $f^*_P(x) := \mathbb{E}(Y|X=x)$. The function $f^*_P$ is also known as regression function, we refer to Györfi et al. (2002) for basic information as well as various algorithms for this problem. In this work, we focus on kernel-based regularized least-squares algorithms, which are also known as least-squares support vector machines (LS-SVMs), see e.g. Steinwart & Christmann (2008). Recall that LS-SVMs construct a predictor $f_{D,\lambda}$ by solving the convex optimization problem

$$f_{D,\lambda} = \arg\min_{f \in H} \left\{ \lambda \|f\|_H^2 + \frac{1}{n} \sum_{i=1}^n (y_i - f(x_i))^2 \right\},$$

(1)

where a reproducing kernel Hilbert space (RKHS) $H$ over $X$ is used as hypothesis space and $\lambda > 0$ is the so-called regularization parameter. For a definition and basic properties of RKHSs see e.g. Steinwart & Christmann (2008, Chapter 4). Probably the most interesting
theoretical challenge for this problem is to establish learning rates, either in expectation or in probability, for the generalization error

\[ \| f_{D,\lambda} - f^*_P \| . \]  

In this paper, we investigate (2) with respect to the norms of a continuous scale of suitable Hilbert spaces \([H]_{\gamma}\) with \(H \subseteq [H]_{\gamma} \subseteq L_2\) in the hard learning scenario \(f^*_P \notin H\). For the sake of simplicity, we assume \([H]^0 = L_2\) and \([H]^1 = H\) for this introduction, see Section 2 for an exact definition.

Let us briefly compare the two main techniques previously used in the literature to establish learning rates for (2): the integral operator technique (see e.g., De Vito et al., 2005a,b, 2006; Bauer et al., 2007; Smale & Zhou, 2007; Caponnetto & De Vito, 2007; Blanchard & Mücke, 2017; Dicker et al., 2017; Lin et al., 2018; Lin & Cevher, 2018a, and references therein) and the empirical process technique (see e.g., Mendelson & Neeman, 2010; Steinwart & Christmann, 2008; Steinwart et al., 2009, and references therein). An advantage of the integral operator technique is that it can provide learning rates for (2) with respect to a continuous scale of \(\gamma\), including the \(L_2\)-norm case \(\gamma = 0\) (see e.g., Blanchard & Mücke, 2017; Lin et al., 2018). In addition, it can be used to establish learning rates for spectral regularization algorithms (see e.g., Bauer et al., 2007; Blanchard & Mücke, 2017; Lin et al., 2018) and further kernel-based learning algorithms (see e.g., Mücke, 2019; Lin & Cevher, 2018b; Pillaud-Vivien et al., 2018; Mücke & Blanchard, 2018; Mücke et al., 2019).

On the other hand, the empirical process techniques can so far only handle the \(L_2\)-norm in (2), but in the hard learning scenario \(f^*_P \notin H\), which is rarely investigated by the integral operator technique, it provides the fastest, and in many cases minimax optimal, \(L_2\)-learning rates for (2), see Steinwart et al. (2009). This advantage of the empirical process technique in the hard learning scenario is based on the additional consideration of some embedding property of the RKHS, which has hardly been considered in combination with the integral operator technique so far. In a nutshell, this embedding property allows for an improved bound on the \(L_\infty\)-norm of the regularized population predictor. In addition, the empirical process technique can be easily applied to learning algorithms (1) in which the least-squares loss function is replaced by other convex loss functions, see e.g. Farooq & Steinwart (2018) for expectile regression and Eberts & Steinwart (2013) for quantile regression.

In the present manuscript, which is an improvement of its first version Fischer & Steinwart (2017), we apply the integral operator technique in combination with some embedding property, see (EMB) in Section 3 below for details, to learning scenarios including the case \(f^*_P \notin H\). Recall that such embedding properties—as far as we know—have only been used by Steinwart et al. (2009), Dicker et al. (2017), and Pillaud-Vivien et al. (2018). By doing so, we extend and improve the results of Blanchard & Mücke (2017) and Lin et al. (2018). To be more precise, we extend the results of Blanchard & Mücke (2017), who only considered the case \(f^*_P \in H\), to the hard learning case and the largest possible scale of \(\gamma\). Moreover, compared to Lin et al. (2018) we obtain faster rates of convergence for (2), if the RKHS enjoys a certain embedding property. In the hard learning scenario, we obtain, as a byproduct, the \(L_2\)-learning rates of Steinwart et al. (2009), as well as the very first \(L_\infty\)-norm learning rates in the hard learning scenario. For a more detailed comparison with the literature see Section 5 and in particular Table 1 and Figure 1. Finally, we prove the
minimax optimality of our $[H]^{\gamma}$-norm learning rates for all combinations of $H$ and $P$, for which the optimal $L_2$-norm learning rates are known.

The rest of this work is organized as follows: We start in Section 2 with an introduction of notations and general assumptions. In Section 3 we present our learning rates. The consequences of our results for the special case of a Sobolev/Besov RKHS $H$ can be found in Section 4. Note that in this case $[H]^{\gamma}$ coincide with the classical Besov spaces and the corresponding norms have a nice interpretation in terms of derivatives. Finally, we compare our result with other contributions in Section 5. All proofs can be found in Section 6.

2. Preliminaries

Let $(X,\mathcal{B})$ be a measurable space used as input space, $Y = \mathbb{R}$ be the output space, and $P$ be an unknown probability distribution on $X \times \mathbb{R}$ with

$$|P|^2 := \int_{X \times \mathbb{R}} y^2 \, dP(x,y) < \infty.$$  \hfill (3)

Moreover, we denote the marginal distribution of $P$ on $X$ by $\nu := P_X$. In the following, we fix a (regular) conditional probability $P(\cdot|\cdot)$ of $P$ given $x \in X$. Since the conditional mean function $f^*_P$ is only $\nu$-almost everywhere uniquely determined we use the symbol $f^*_P$ for both, the $\nu$-equivalence class and for the representative

$$f^*_P(x) = \int_{\mathbb{R}} y \, P(dy|x).$$  \hfill (4)

If we use another representative we will explicitly point this out.

In the following, we fix a separable RKHS $H$ on $X$ with respect to a measurable and bounded kernel $k$. Let us recall some facts about the interplay between $H$ and $L_2(\nu)$. Some of the following results have already be shown by Smale & Zhou (2004, 2005) and De Vito et al. (2006, 2005b), but we follow the more recent contribution of Steinwart & Scovel (2012) because of its more general applicability. According to Steinwart & Scovel (2012, Lemma 2.2, Lemma 2.3) and Steinwart & Christmann (2008, Theorem 4.27) the—not necessarily injective—embedding $I_\nu : H \to L_2(\nu)$, mapping a function $f \in H$ to its $\nu$-equivalence class $[f]_\nu$, is well-defined, Hilbert-Schmidt, and the Hilbert-Schmidt norm satisfies

$$\|I_\nu\|_{L_2(H,L_2(\nu))} = \|k\|_{L_2(\nu)} := \left(\int_X k(x,x) \, d\nu(x)\right)^{1/2} < \infty.$$  \hfill (5)

Moreover, the adjoint operator $S_\nu := I^*_\nu : L_2(\nu) \to H$ is an integral operator with respect to the kernel $k$, i.e. for $f \in L_2(\nu)$ and $x \in X$ we have

$$(S_\nu f)(x) = \int_X k(x,x') f(x') \, d\nu(x').$$  \hfill (5)

Next, we define the self-adjoint and positive semi-definite integral operators

$$T_\nu := I_\nu S_\nu : L_2(\nu) \to L_2(\nu) \quad \text{and} \quad C_\nu := S_\nu I_\nu : H \to H.$$  \hfill (5)

These operators are trace class and their trace norms satisfy

$$\|T_\nu\|_{\mathcal{L}_1(L_2(\nu))} = \|C_\nu\|_{\mathcal{L}_1(H)} = \|I_\nu\|_{L_2(H,L_2(\nu))}^2 = \|S_\nu\|_{L_2(L_2(\nu),H)}^2.$$  \hfill (5)
If there is no danger of confusion we write \( \| \cdot \| \) for the operator norm, \( \| \cdot \|_2 \) for the Hilbert-Schmidt norm, and \( \| \cdot \|_1 \) for the trace norm. The spectral theorem for self-adjoint compact operators yields an at most countable index set \( I \), a non-increasing summable sequence \( (\mu_i)_{i \in I} \subseteq (0, \infty) \), and a family \( (e_i)_{i \in I} \subseteq H \), such that \( (|e_i|)_{i \in I} \) is an orthonormal basis (ONB) of \( \text{ran} T_\nu \subseteq L_2(\nu) \) and \( (\mu_i^{1/2} e_i)_{i \in I} \) is an ONB of \( (\ker I_\nu)^\perp \subseteq H \) with

\[
T_\nu = \sum_{i \in I} \mu_i \langle \cdot, |e_i| \rangle_{L_2(\nu)} |e_i| \quad \text{and} \quad C_\nu = \sum_{i \in I} \mu_i \langle \cdot, \mu_i^{1/2} e_i \rangle H \mu_i^{1/2} e_i ,
\]

see Steinwart & Scovel (2012, Lemma 2.12) for details. Since we are mainly interested in the hard learning scenario \( f^* \not\in H \) we exclude finite \( I \) and assume \( I = \mathbb{N} \) in the following.

Let us recall some intermediate spaces introduced by Steinwart & Scovel (2012, Equation 36). We call them power spaces. For \( \alpha \geq 0 \), the \( \alpha \)-power space is defined by

\[
[H]_\nu^\alpha := \left\{ \sum_{i \geq 1} a_i \mu_i^{\alpha/2} |e_i| : (a_i)_{i \geq 1} \in \ell_2(\mathbb{N}) \right\} \subseteq L_2(\nu)
\]

and equipped with the \( \alpha \)-power norm

\[
\left\| \sum_{i \geq 1} a_i \mu_i^{\alpha/2} |e_i| \right\|_{[H]_\nu^\alpha} := \| (a_i)_{i \geq 1} \|_{\ell_2(\mathbb{N})} = \left( \sum_{i \geq 1} a_i^2 \right)^{1/2} ,
\]

for \( (a_i)_{i \geq 1} \in \ell_2(\mathbb{N}) \), it becomes a Hilbert space. Moreover, \( (\mu_i^{\alpha/2} |e_i|)_{i \geq 1} \) forms an ONB of \( [H]_\nu^\alpha \) and consequently \( [H]_\nu^\alpha \) is a separable Hilbert space. If there is no danger of confusion we use the abbreviation \( \| \cdot \|_\alpha := \| \cdot \|_{[H]_\nu^\alpha} \). Furthermore, in the case of \( \alpha = 1 \) we introduce the notation \( [H]_\nu := [H]_\nu^1 \). Recall that for \( \alpha = 0 \) we have \( [H]_\nu^0 = \text{ran} T_\nu \subseteq L_2(\nu) \) with \( \| \cdot \|_0 = \| \cdot \|_{L_2(\nu)} \). Moreover, for \( \alpha = 1 \) we have \( [H]_\nu^1 = \text{ran} I_\nu \) and \( [H]_\nu^1 \) is isometrically isomorphic to the closed subspace \( (\ker I_\nu)^\perp \) of \( H \) via \( I_\nu \), i.e. \( \| f \|_1 = \| f \|_H \) for \( f \in (\ker I_\nu)^\perp \).

For \( 0 < \beta < \alpha \), the embeddings

\[
[H]_\nu^\alpha \hookrightarrow [H]_\nu^\beta \hookrightarrow [H]_\nu^0 = \text{ran} T_\nu \subseteq L_2(\nu)
\]

exist and they are compact. For \( \alpha > 0 \), the \( \alpha \)-power space is given by the image of the fractional integral operator, namely

\[
[H]_\nu^\alpha = \text{ran} T_\nu^{\alpha/2} \quad \text{and} \quad \| T_\nu^{\alpha/2} f \|_\alpha = \| f \|_{L_2(\nu)}
\]

for \( f \in \text{ran} I_\nu \). In addition, for \( 0 < \alpha < 1 \), the \( \alpha \)-power space is characterized in terms of interpolation spaces of the real method, see e.g. Triebel (1978, Section 1.3.2) for a definition. To be more precise, Steinwart & Scovel (2012, Theorem 4.6) proved

\[
[H]_\nu^\alpha \cong [L_2(\nu), [H]_\nu]_{\alpha, 2} ,
\]

where the symbol \( \cong \) in (8) means that these spaces are isomorphic, i.e. the sets coincide and the corresponding norms are equivalent. Note that for Sobolev/Besov RKHSs and marginal distributions that are essentially the uniform distribution, the interpolation space \( [L_2(\nu), [H]_\nu]_{\alpha, 2} \) is well-known from the literature, see Section 4 for details.
3. Main Results

Before we state the results we introduce the main assumptions. For $0 < p \leq 1$ we assume that the eigenvalue decay satisfies a polynomial upper bound of order $1/p$: There is a constant $C > 0$ such that the eigenvalues $(\mu_i)_{i \geq 1}$ of the integral operator satisfy

$$\mu_i \leq C i^{-1/p}$$

(EVD)

for all $i \geq 1$. In order to establish the optimality of our results we need to assume an exact polynomial asymptotic behavior of order $1/p$: There are constants $c, C > 0$ such that

$$c i^{-1/p} \leq \mu_i \leq C i^{-1/p}$$

(EVD+)

is satisfied for all $i \geq 1$. Our next assumption is the embedding property, for $0 < \alpha \leq 1$:

There is a constant $A > 0$ with

$$\| [H]_\alpha^\nu \hookrightarrow L_\infty(\nu) \| \leq A.$$  

(EMB)

This means $[H]_\nu^\alpha$ is continuously embedded into $L_\infty(\nu)$ and the operator norm of the embedding is bounded by $A$. Because of (7) the larger $\alpha$ is, the weaker the embedding property is. Since our kernel $k$ is bounded, (EMB) is always satisfied for $\alpha = 1$. Moreover, Part (iii) of Lemma 10 in Section 6 shows that (EMB) implies a polynomial eigenvalue decay of order $1/\alpha$ and hence we assume $p \leq \alpha$ in the following. Observe that the converse does not hold in general and consequently it is possible that we even have the strict inequality $p < \alpha$.

Note that the Conditions (EMB) and (EVD)/(EVD+) just describe the interplay between the marginal distribution $\nu = P_X$ and the RKHS $H$. Consequently, they are independent of the conditional distribution $P(\cdot | x)$ and especially independent of the regression function $f^*_P$. In the following, we use a source condition, for $0 < \beta \leq 2$, to measure the smoothness of the regression function: There is a constant $B > 0$ such that $f^*_P \in [H]_\nu^\beta$ and

$$\| f^*_P \|_\beta \leq B.$$  

(SRC)

Note that $|P|_2 < \infty$, defined in (3), already implies $f^*_P \in L_2(\nu)$. Moreover, (SRC) with $\beta \geq 1$ implies that $f^*_P$ has a representative from $H$—in short $f^*_P \in H$—and hence $\beta \geq 1$ excludes the hard learning scenario we are mainly interested in. Nonetheless, we included the case $1 \leq \beta \leq 2$ because it is no extra effort in the proof. Since we want to estimate $\| [f_{D,\lambda}]_\nu - f^*_P \|_\gamma$ and this expression is well-defined if and only if $f^*_P \in [H]_\nu^\beta$, we naturally have to assume $\beta \geq \gamma$ in the following. Finally, we introduce a moment condition to control the noise of the observations: There are constants $\sigma, L > 0$ such that $f^*_P \in [H]_\nu^\beta$ and

$$\int_\mathbb{R} |y - f^*_P(x)|^m P(dy|x) \leq \frac{1}{2} m! \sigma^2 L^{m-2}$$  

(MOM)

is satisfied for $\nu$-almost all $x \in X$ and all $m \geq 2$. Note that (MOM) is satisfied for Gaussian noise with bounded variance, i.e. $P(\cdot | x) = \mathcal{N}(f^*_P(x), \sigma_x^2)$, where $x \mapsto \sigma_x \in (0, \infty)$ is a measurable and $\nu$-almost surely bounded function. Another sufficient condition is that $P$ is concentrated on $X \times [-M, M]$ for some constant $M > 0$, i.e. $P(X \times [-M, M]) = 1$.

The Conditions (EVD) and (SRC) are well-recognized in the statistical analysis of regularized least-squares algorithms (see e.g., Caponnetto & De Vito, 2007; Blanchard &
Mücke, 2017; Lin & Cevher, 2018a; Lin et al., 2018). However, there is a whole zoo of moment conditions. We use (MOM) because (MOM) only constraints the discrepancy of the observation $y$ to the true value $f^*_P(x)$ and hence does not imply additional constraints, such as boundedness, on $f^*_P$. An embedding property slightly weaker than (EMB) was used by Steinwart et al. (2009) in combination with empirical process arguments. Dicker et al. (2017) used (EMB) to investigate benign scenarios with exponentially decreasing eigenvalues and $f^*_P \in H$, and Pillaud-Vivien et al. (2018) used (EMB) to investigate stochastic gradient methods. But embedding properties are new in combination with the integral operator technique in the hard learning scenario for the learning scheme (1) and enable us to prove the following result.

**Theorem 1 (γ-Learning Rates)** Let $(X, \mathcal{B})$ be a measurable space, $H$ be a separable RKHS on $X$ with respect to a bounded and measurable kernel $k$, $P$ be a probability distribution on $X \times \mathbb{R}$ with $|P|_2 < \infty$, and $\nu := P_X$ be the marginal distribution on $X$. Furthermore, let $B_\infty > 0$ be a constant with $\|f^*_P\|_{L_\infty(\nu)} \leq B_\infty$ and the Conditions (EMB), (EVD), (SRC), and (MOM) be satisfied for some $0 < p \leq \alpha \leq 1$ and $0 < \beta \leq 2$. Then, for $0 \leq \gamma \leq 1$ with $\gamma < \beta$ and a regularization parameter sequence $(\lambda_n)_{n \geq 1}$, the LS-SVM $D \mapsto f_{D, \lambda_n}$ with respect to $H$ defined by (1) satisfies the following statements:

(i) In the case of $\beta + p \leq \alpha$ and $\lambda_n \asymp (n/log^r(n))^{-1/\alpha}$ for some $r > 1$ there is a constant $K > 0$ independent of $n \geq 1$ and $\tau \geq 1$ such that

$$\|[(f_{D, \lambda_n})_\nu - f^*_P]_\gamma^2 \leq \tau^2 K \left( \frac{\log^r(n)}{n} \right)^{\frac{\beta - \gamma}{\alpha}}$$

(9)

is satisfied for sufficiently large $n \geq 1$ with $P^n$-probability not less than $1 - 4e^{-\tau}$.

(ii) In the case of $\beta + p > \alpha$ and $\lambda_n \asymp n^{-1/(\beta + p)}$ there is a constant $K > 0$ independent of $n \geq 1$ and $\tau \geq 1$ such that

$$\|[(f_{D, \lambda_n})_\nu - f^*_P]_\gamma^2 \leq \tau^2 K \left( \frac{1}{n} \right)^{\frac{\beta - \gamma}{\beta + p}}$$

(10)

is satisfied for sufficiently large $n \geq 1$ with $P^n$-probability not less than $1 - 4e^{-\tau}$.

Theorem 1 is mainly based on a finite sample bound given in Section 6, see Theorem 16. We think that the statement of Theorem 1 can be proved for general regularization methods if one combines our technique, especially Lemma 17 and Lemma 18 from Section 6.2, with the results of Lin et al. (2018) and Lin & Cevher (2018a). However, we stick to the learning scheme (1) for simplicity. The proof of Theorem 1 reveals that the constants $K > 0$ just depend on the parameters and constants from (EMB), (EVD), (SRC), and (MOM), on the considered norm, i.e. on $\gamma$, on $B_\infty$, and on the regularization parameter sequence $(\lambda_n)_{n \geq 1}$. Moreover, the index bound hidden in the phrase for sufficient large $n \geq 1$ just depends on the parameters and constants from (EMB) and (EVD), on $\tau$, on a lower bound $0 < \beta \leq 1$ for the operator norm $c \leq \|C_\nu\|$, and on the regularization parameter sequence $(\lambda_n)_{n \geq 1}$. The asymptotic behavior in $n$ of the right hand side in (9) and (10), respectively, is called learning rate with respect to the $\gamma$-power norm or abbreviated $\gamma$-learning rate. Recall, for $\gamma = 0$, the norms on left hand sides of (9) and (10) coincide with the $L_2(\nu)$-norm.
Note that, for $\beta \geq \alpha$, the conditional mean function $f^*_P$ is automatically $\nu$-almost surely bounded, since we have $f^*_P \in [H]^\beta_\nu \hookrightarrow [H]^\alpha_\nu \hookrightarrow L^\infty(\nu)$, and in this case always Situation (10) applies. Moreover, in the case of $\alpha = p$, which was also considered by Steinwart et al. (2009, Corollary 6), we are always in Situation (10), too.

If we ignore the log-term in the obtained $\gamma$-learning rates then in both cases, $\beta + p \leq \alpha$ and $\beta + p > \alpha$, the $\gamma$-learning rate coincides with

$$n^{-\frac{\beta - \gamma}{\max(\beta + p, \alpha)}} .$$

Finally, note that the asymptotic behavior of the regularization parameter sequence does not depend on the considered $\gamma$-power norm. Consequently, we get convergence with respect to all $\gamma$-power norms $0 \leq \gamma < \beta$ simultaneously. In order to investigate the optimality of our $\gamma$-learning rates the next theorem yields $\gamma$-lower rates. In doing so, we have to assume (EVD+) to make sure that the eigenvalues do not decay faster than (EVD) guarantees.

**Theorem 2 ($\gamma$-Lower Rates)** Let $(X, B)$ be a measurable space, $H$ be a separable RKHS on $X$ with respect to a bounded and measurable kernel $k$, and $\nu$ be a probability distribution on $X$ such that (EMB) and (EVD+) are satisfied for some $0 < p \leq \alpha \leq 1$. Then, for all parameters $0 < \beta \leq 2, 0 \leq \gamma \leq 1$ with $\gamma < \beta$ and all constants $\sigma, L, B^\infty > 0$, there exist $K_0, K, r > 0$ such that for all learning methods $D \mapsto f_D$, all $\tau > 0$, and all sufficiently large $n \geq 1$ there is a distribution $P$ on $X \times \mathbb{R}$ with $P_X = \nu$ satisfying $\|f^*_P\|_{L^\infty(\nu)} \leq B^\infty$, (SRC) with respect to $\beta, B$, (MOM) with respect to $\sigma, L$, and with $P^n$-probability not less than $1 - K_0\tau^{1/r}$

$$\|f_D\|_\nu - f^*_P \|^2_\gamma \geq \tau^2 K\left(\frac{1}{n}\right)\max\{\max(\alpha, \beta), \gamma\} \leq \frac{\max(\alpha, \beta) - \gamma}{\max(\alpha, \beta) + p} .$$

(11)

In short, Theorem 2 states that there is no learning method satisfying a faster decaying $\gamma$-learning rate than

$$n^{-\frac{\max(\alpha, \beta) - \gamma}{\max(\alpha, \beta) + p}}$$

under the assumptions of Theorem 1 and (EVD+). The asymptotic behavior in $n$ of the right hand side in (11) is called (minimax) lower rate with respect to the $\gamma$-power norm or abbreviated $\gamma$-lower rate. Theorem 2 extends the lower bounds previously obtained by Caponnetto & De Vito (2007), Steinwart et al. (2009), and Blanchard & M"ucke (2017). To be more precise, Caponnetto & De Vito (2007, Theorem 2) considered only the case $f^*_P \in H$ and $\gamma = 0$, Steinwart et al. (2009, Theorem 9) considered only the case $\beta \geq \alpha$ and $\gamma = 0$, and Blanchard & M"ucke (2017, Theorem 3.5) restricted their considerations to $f^*_P \in H$. In the case of $\alpha \leq \beta$, which implies the boundedness of $f^*_P$, the $\gamma$-learning rate of LS-SVMs stated in Theorem 1 coincides with the $\gamma$-lower rate from Theorem 2 and hence is optimal. The optimal rate in the case of $\alpha > \beta$, which does not imply the boundedness of $f^*_P$, is, even for the $L_2$-norm, an outstanding problem for several decades, which we cannot address, either.

**Remark 3 (Optimality and Boundedness)** Under the assumptions of Theorem 2, but without requiring the uniform boundedness of $f^*_P$ by some constant $B^\infty$, we can improve the
\(\gamma\)-lower rate of Theorem 2. More precisely, a straightforward modification of Lemma 23 in Section 6 gives in the case of not uniformly bounded \(f^\ast_p\) the \(\gamma\)-lower rate

\[
n^{-\frac{\beta-\gamma}{p+\beta}}.
\]

Moreover, if we would be able to prove the \(\gamma\)-learning rates of Theorem 1 with a constant \(K > 0\) independent of \(\|f^\ast_p\|_{L\infty(\nu)}\) then we would have optimality for our \(\gamma\)-learning rates in the case of \(\beta > \alpha - p\) instead of \(\beta \geq \alpha\).

Because of (EMB), the next remark is a direct consequence of Theorem 1 for \(\gamma = \alpha\).

**Remark 4 (L\(\infty\)-Learning Rates)** Under the assumptions of Theorem 1 in the case of \(\beta > \alpha\) the following statement is true. For all regularization parameter sequences \((\lambda_n)_n\geq 1\) with \(\lambda_n \asymp n^{1/(\beta+p)}\) there is a constant \(K > 0\) independent of \(n \geq 1\) and \(\tau \geq 1\) such that the LS-SVM \(D \mapsto f_{D,\lambda_n}\) with respect to \(H\) defined by (1) satisfies

\[
\|\|f_{D,\lambda_n}\|_{\nu} - f^\ast_p\|^2_{L\infty(\nu)} \leq \tau^2 K \left(\frac{1}{n}\right)^{\frac{\beta-\alpha}{p+\beta}}
\]

for sufficiently large \(n \geq 1\) with \(P^n\)-probability not less than \(1 - 4e^{-\tau}\).

Note that all previous efforts to get \(L\infty\)-learning rates for the learning scheme (1) need to assume \(f^\ast_p \in H\). Consequently, Remark 4 establishes the very first \(L\infty\)-learning rates in the hard learning scenario.

**4. Example: Besov RKHSs**

In this section we illustrate our main results in the case of Besov RKHSs. To this end, we assume that \(X\) is a benign domain: Let \(X \subseteq \mathbb{R}^d\) be a non-empty, open, connected, and bounded set with a \(C_\infty\)-boundary (DOM) and be equipped with the Lebesgue-Borel \(\sigma\)-algebra \(\mathcal{B}\). Furthermore, \(L_2(X) := L_2(\mu)\) denotes the corresponding \(L_2\)-space.

Let us briefly introduce Sobolev and Besov Hilbert spaces. For a more detailed introduction see e.g. Adams & Fournier (2003). For \(m \in \mathbb{N}\) we denote the *Sobolev space* of smoothness \(m\) by \(W^m(X) := W^{m,2}(X)\), see e.g. Adams & Fournier (2003, Definition 3.2) for a definition. For \(r > 0\) the *Besov space* \(B^{r,2}_2(X)\) is defined by means of the real interpolation method, namely \(B^{r,2}_2(X) := [L_2(X), W^{m}(X)]_{r/m,2}\), where \(m := \min\{k \in \mathbb{N} : k > r\}\) see e.g. Adams & Fournier (2003, Section 7.30) for details. For \(r = 0\) we define \(B^{0,2}_2(X) := L_2(X)\).

It is well-known that the Besov spaces \(B^{r,2}_2(X)\) are separable Hilbert spaces and that they satisfy

\[
B^{t,2}_2(X) \cong [L_2(X), B^{t,2}_2(X)]_{r/t,2}
\]

for all \(t > r > 0\), see e.g. Adams & Fournier (2003, Section 7.32) for details. Moreover, an extension of the Sobolev embedding theorem to Besov spaces guarantees that, for \(r > d/2\),
each \( \mu \)-equivalence class in \( B^r_{2,2}(X) \) has a unique continuous and bounded representative, see e.g. Adams & Fournier (2003, Part c of Theorem 7.24). In fact, for \( r > j + d/2 \), this representative is from the space \( C^j(X) \) of \( j \)-times continuous differentiable and bounded functions with bounded derivatives. More precisely, the mapping of a \( \mu \)-equivalence class to its (unique) continuous representative is linear and continuous, in short, for \( r > j + d/2 \),

\[
B^r_{2,2}(X) \hookrightarrow C^j(X). \quad (13)
\]

Consequently, we define, for \( r > d/2 \), the Besov RKHS as the set of continuous representatives

\[
H_r(X) := \{ f \in C_0(X) : [f]_\mu \in B^r_{2,2}(X) \}
\]

and equip this space with the norm \( \| f \|_{H_r(X)} := \|[f]_\mu\|_{B^r_{2,2}(X)} \). The Besov RKHS \( H_r(X) \) is a separable RKHS with respect to a kernel \( k_r \). Moreover, \( k_r \) is bounded and measurable, see e.g. Steinwart & Christmann (2008, Lemma 4.28 and Lemma 4.25).

In the following, we fix a Besov RKHS \( H_r(X) \) for some \( r > d/2 \) and a probability measure \( P \) on \( X \times \mathbb{R} \) such that the marginal distribution \( \nu = P_X \) on \( X \) satisfies the following condition: The probability measure \( \nu \) is equivalent to the Lebesgue measure \( \mu \) on \( X \), i.e. \( \mu \ll \nu, \nu \ll \mu \), and there are constants \( g, G > 0 \) such that

\[
g \leq \frac{d\nu}{d\mu} \leq G \quad \text{(LEB)}
\]

is \( \mu \)-almost surely satisfied. For marginal distributions \( \nu \) satisfying (LEB) we have \( L_2(\nu) \cong L_2(X) \) and we can describe the power spaces of \( H_r(X) \) according to (8), the interpolation property, and (12) by

\[
[H_r(X)]_{\nu}^{u/r} \cong [L_2(\nu), [H_r(X)]_{\nu}]_{u/r, 2} \cong [L_2(X), [H_r(X)]_{\mu}]_{u/r, 2} \cong B^u_{2,2}(X) \quad (14)
\]

for \( 0 < u < r \). As a consequence of (14), we have \( f^*_p \in B^r_{2,2}(X) \) for some \( 0 < s < r \) if and only if (SRC) is satisfied for \( \beta = s/r \). Next, if we combine (14) and (13) then we get (EMB) for all \( \alpha \) with \( \frac{d}{2r} < \alpha < 1 \):

\[
[H_r(X)]_{\nu}^{\alpha} \cong B^s_{2,2}(X) \hookrightarrow C_0(X) \hookrightarrow L_\infty(\nu). \quad \text{(EMB)}
\]

Finally, we consider the asymptotic behavior of the eigenvalues \( (\mu_i)_{i \geq 1} \) of the integral operator \( T_\nu \). Carl & Stephani (1990, Equation 4.4.12) show that the eigenvalue \( \mu_i \) of \( T_\nu \) equals the squares of the approximation number \( a^2(I_\nu) \) of the embedding \( I_\nu : H_r(X) \to L_2(\nu) \). Since \( L_2(\nu) \cong L_2(X) \) these approximation numbers are described by Edmunds & Triebel (1996, Equation 4 on p. 119), namely

\[
\mu_i = a^2_i(I_\nu) \asymp i^{-2r/d}.
\]

To sum up, the eigenvalues satisfy (EVD+) for \( p = \frac{d}{2r} \). The following corollaries are direct consequences of Part (ii) of Theorem 1 and Theorem 2 with \( p = \frac{d}{2r}, \beta = s/r, \gamma = t/r, \) and an \( \alpha > p \) that is chosen sufficiently close to \( p \).

**Corollary 5 (Besov-Learning Rates)** Let \( X \subseteq \mathbb{R}^d \) be a set satisfying (DOM), \( H_r(X) \) be a Besov RKHS on \( X \) with \( r > d/2 \), \( P \) be a probability distribution on \( X \times \mathbb{R} \) with \( |P|_2 < \infty \), and \( \nu := P_X \) be the marginal distribution on \( X \) such that (LEB) is satisfied. Furthermore,
let $B, B_{\infty} > 0$ be constants with $\|f_P\|_{L_\infty(\mu)} \leq B_{\infty}$ and $\|f_P\|_{B^2_{2,2}(X)} \leq B$ for some $0 < s < r$, and the Condition (MOM) be satisfied. Then, for $0 \leq t < s < r$ and a regularization parameter sequence $(\lambda_n)_{n \geq 1}$ with $\lambda_n \asymp n^{-r/(s+d/2)}$, there is a constant $K > 0$ independent of $n \geq 1$ and $\tau \geq 1$ such that the LS-SVM $D \mapsto f_{D,\lambda_n}$ with respect to the Besov RKHS $H_r(X)$ defined by (1) satisfies

$$\|\{f_{D,\lambda_n}\}_\mu - f_P\|^2_{B^2_{2,2}(X)} \leq \tau^2 K \left( \frac{1}{n} \right)^{\frac{s-d}{s+d/2}}$$

for sufficiently large $n \geq 1$ with $P^n$-probability not less than $1 - 4e^{-\tau}$.

Note that the $B^t_{s,2}$-learning rate is independent of the chosen Besov RKHS $H_r(X)$. Besides $r > d/2$, the only requirement on the choice of $H_r(X)$, a user has to take care of, is $r > s$, i.e. to pick a sufficiently small $H_r(X)$. Recall that the case $t = 0$ corresponds to $L_2$-norm learning rates.

**Corollary 6 (Besov-Lower Rates)** Let $X \subseteq \mathbb{R}^d$ be a set satisfying (DOM), $H_r(X)$ be a Besov RKHS on $X$ with $r > d/2$, and $\nu$ be a probability distribution on $X$ satisfying (LEB). Then, for all parameters $0 \leq t < s < r$ with $s > d/2$ and all constants $\sigma, L, B, B_{\infty} > 0$, there exist $K_0, K, r > 0$ such that for all learning methods $D \mapsto f_D$, all $\tau > 0$, and all sufficiently large $n \geq 1$ there is a distribution $P$ on $X \times \mathbb{R}$ with $P_X = \nu$ satisfying $\|f_P\|_{L_\infty(\nu)} \leq B_{\infty}$, $\|f_P\|_{B^2_{2,2}(X)} \leq B$, (MOM) with respect to $\sigma, L$, and with $P^n$-probability not less than $1 - K_0 \tau^{1/r}$.

$$\|\{f_D\}_\mu - f_P^*\|^2_{B^2_{2,2}(X)} \geq \tau^2 K \left( \frac{1}{n} \right)^{\frac{s-d}{s+d/2}}$$

In short, Corollary 6 states that the rates from Corollary 5 are optimal for $s > d/2$.

**Remark 7** Under the assumptions of Corollary 6 in the case of $s \leq d/2$ for all sufficiently small $\varepsilon > 0$ the following lower bound is satisfied

$$\|\{f_D\}_\mu - f_P^*\|^2_{B^2_{2,2}(X)} \geq \tau^2 K \left( \frac{1}{n} \right)^{1/2 - t/d + \varepsilon}$$

Finally, if we have $s > j + d/2$, for some integer $j \geq 0$, then the combination of Corollary 5 and (13) yields $C_j(X)$-norm learning rates. To this end, we denote by $f_P^*$ the unique continuous representative of the $\nu$-equivalence class $f_P^*$ and apply Corollary 5 with a sufficiently small $t > j + d/2$.

**Remark 8 (Cj(X)-Learning Rates)** Under the assumption of Corollary 5 in the case of $s > j + d/2$ for some integer $j \geq 0$ the following statement is true. For all $0 < \varepsilon < \frac{s-(j+d/2)}{s+d/2}$ and each regularization parameter sequence $(\lambda_n)_{n \geq 1}$ with $\lambda_n \asymp n^{-r/(s+d/2)}$ there is a constant $K > 0$ independent of $n \geq 1$ and $\tau \geq 1$ such that the LS-SVM $D \mapsto f_{D,\lambda_n}$ with respect to the Besov RKHS $H_r(X)$ defined by (1) satisfies

$$\|f_{D,\lambda_n} - f_P^*\|^2_{C_j(X)} \leq \tau^2 K \left( \frac{1}{n} \right)^{\frac{s-(j+d/2)}{s+d/2} - \varepsilon}$$

for sufficiently large $n \geq 1$ with $P^n$-probability not less than $1 - 4e^{-\tau}$.
Remark 8 suggests that $D \mapsto \partial^\alpha \hat{f}_{D,\lambda}$, for some multi-index $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d$, is a reasonable estimator for the $\alpha$-th derivative of the regression function $\partial^\alpha \hat{f}_P^*$ if $\hat{f}_P^* \in B^s_{2,2}(X)$ with some $s > |\alpha| + d/2 = \alpha_1 + \ldots + \alpha_d + d/2$. Note that the $\varepsilon > 0$ appears in the rates of Remark 7 and Remark 8 because we have to choose $\alpha > p$ and $t > j + d/2$, respectively.

5. Comparison

In this section we compare our results with learning rates previously obtained in the literature. Since in the case of $f_P^* \in [H]^\beta_\nu$ with $1 \leq \beta \leq 2$ we just recover the well-known optimal rates obtained by many authors, see e.g. Caponnetto & De Vito (2007); Lin & Cevher (2018a) for $L_2$-rates and Blanchard & M"ucke (2017); Lin et al. (2018) for general $\gamma$-rates, we focus on the hard learning scenario $0 < \beta < 1$. Furthermore, due to the large amount of results in the literature we limit our considerations to the best known results for the learning scheme (1), namely Steinwart & Christmann (2008); Steinwart et al. (2009), which use empirical process techniques and Lin & Cevher (2018a); Lin et al. (2018), which use integral operator techniques. Moreover, we assume that $P$ is concentrated on $X \times [-M,M]$ for some $M > 0$ and that $k$ is a bounded measurable kernel with separable RKHS $H$. Note that these assumptions form the largest common ground under which all the considered contributions achieve $L_2$-learning rates. In addition, the article of Lin et al. (2018) is the only one of the four articles listed above that considers general $\gamma$-learning rates. Finally, in order to keep the comparison clear we ignore log-terms in the learning rates. In Table 1 we give a short overview of the learning rates and in Figure 1 we plot the exponent $r$ of the polynomial $L_2$-learning rates $n^{-r}$ over the smoothness $0 < \beta < 1$ of $f_P^* \in [H]^\beta_\nu$ for some fixed $0 < p \leq \alpha \leq 1$. 

![Figure 1: Plot of the exponent $r$ of the $L_2$-learning rate $n^{-r}$ over the smoothness $\beta$ of $f_P^*$ for a fixed RKHS $H$ and a fixed marginal distribution $\nu = P_X$ which satisfy (EMB) and (EVD) with respect to $\alpha = 1/2$ and $p = 1/4$, respectively. Consequently, higher values correspond to faster learning rates. In the gray shaded range the best rates are know to be optimal.](image-url)
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<table>
<thead>
<tr>
<th>Articles</th>
<th>Assumptions</th>
<th>Exponent $r$ of the Learning Rate $n^{-r}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(EMB)</td>
<td>$H^r_{\nu} \hookrightarrow L_\infty(\nu)$</td>
</tr>
<tr>
<td></td>
<td>(EVD)</td>
<td>$\mu_i \approx i^{-\frac{1}{r}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>our results</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steinwart &amp; Christmann (2008, Thm. 7.23) + (EMB)</td>
<td>$0 &lt; \alpha \leq 1$</td>
<td>$0 &lt; p \leq \alpha$</td>
</tr>
<tr>
<td>Steinwart et al. (2009, Thm. 1)</td>
<td>$0 &lt; \alpha \leq 1$</td>
<td>$0 &lt; p \leq \alpha$</td>
</tr>
<tr>
<td>Steinwart et al. (2009, Cor. 6)</td>
<td>$0 &lt; \alpha \leq 1$</td>
<td>$p = \alpha$</td>
</tr>
<tr>
<td>Steinwart &amp; Christmann (2008, Eq. (7.54))</td>
<td>$\alpha = 1$</td>
<td>$0 &lt; p \leq 1$</td>
</tr>
<tr>
<td>Lin &amp; Cevher (2018a, Cor. 6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lin et al. (2018, Cor. 4.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Learning rates established by different authors for $f^*_p \in [H]_{\nu}^{\alpha}$ with $0 < \beta < 1$. In order to keep the comparison clear we ignore log-terms in the learning rates. The blue results are based on integral operator techniques and the green ones are based on empirical process techniques. The marked parameter ranges are more restrictive than ours and the marked rates are never better than our rates and at least for some parameter ranges worse than our rates.

**Integral operator techniques.** The article of Lin & Cevher (2018a) is an extended version of the conference paper Lin & Cevher (2018b). Lin & Cevher (2018a) investigate distributed gradient decent methods and spectral regularization algorithms. In Corollary 6 they provide the $L_2$-learning rate $n^{-\beta/\max\{\beta+p,1\}}$ in expectation for spectral regularization algorithms, containing the learning scheme (1) as special case. Lin et al. (2018) establish the $\gamma$-learning rate $n^{-\gamma/(\beta+\gamma)/\max\{\beta+p,1\}}$ in probability for spectral regularization algorithms under more general source conditions, see Lin et al. (2018, Equation 18) for a definition. Both articles do not take any embedding property into account and hence we get at least the same rates and in case of (EMB) with $\alpha < 1$ we actually improve their rates iff $\beta + p < 1$. Let us illustrate this improvement in the case of a Besov RKHS $H_r(X)$ with smoothness $r$. To this end, we assume $f^*_p \in B_{2,2}^r(X)$ for some $s > 0$. Besides the condition $r > d/2$, which ensures that $H_r(X)$ is a RKHS, the only requirement for our Corollary 5 is $r > s$ in order to achieve the fastest known $L_2$-learning rate $n^{-s/(s+d/2)}$. Recall that this rate is independent of the smoothness $r$ of the hypothesis space and is known to be optimal for $s > d/2$, see e.g. Corollary 6. In order to get the same $L_2$-learning rate by the results of Lin & Cevher (2018a) or Lin et al. (2018) the additional constraint $r \leq s + d/2$ has to be satisfied. Otherwise, they only yield the $L_2$-rate $n^{-s/r}$, which gets worse with increasing smoothness $r$. Consequently, taking (EMB) into account facilitates the choice of $r$. Moreover, for learning rates with respect to Besov norms our results improve those of Lin et al. (2018) in a similar way, i.e. to get our Besov-learning rates with the help of the results of Lin et al. (2018) the additional constraint $r \leq s + d/2$ has to be satisfied.
Empirical process techniques. Steinwart & Christmann (2008) provide an oracle inequality in Theorem 7.23 under a slightly weaker assumption than (EVD). As already mentioned there (Steinwart & Christmann, 2008, Equation 7.54), this oracle inequality leads, under a slightly weaker assumption than (SRC), to the $L^2$-rate $n^{-\beta/\max\{\beta+p,1\}}$. This rate coincides with the results of Lin & Cevher (2018a) and Lin et al. (2018), and is even better by a logarithmic factor. Inspired by Mendelson & Neeman (2010, Lemma 5.1), Steinwart et al. (2009) were the first using an embedding property, slightly weaker than (EMB), to derive finite sample bounds, see Steinwart et al. (2009, Theorem 1). Moreover, Theorem 1 of Steinwart et al. (2009) was used in Corollary 6 of that article to establish, in the case of $p = \alpha$, the $L^2$-rate $n^{-\beta/(\beta+\alpha)}$. But the proof remains valid in the general case $p \leq \alpha$ and hence Steinwart et al. (2009, Theorem 1) get the $L^2$-rate $n^{-\beta/\max\{\beta+p,\beta+\alpha(1-\beta)\}}$. This rate is never better than ours and is worse than ours iff $\alpha<1$ and $\beta<1-p/\alpha$. If we combine the oracle inequality of Steinwart & Christmann (2008, Theorem 7.23) with (EMB) then we recover our $L^2$-rate from Theorem 1 even without logarithmic factor. However, recall that the empirical process technique is not able to provide general $\gamma$-learning rates yet. Finally, it is to mention that both contributions, Steinwart & Christmann (2008) and Steinwart et al. (2009), consider the clipped predictor. The influence of this clipping is not clear, but it could be the reason for avoiding the logarithmic factors appearing in some learning rates obtained by integral operator techniques.

To sum up, we use the integral operator technique to recover the best known, and in many cases optimal, $L^2$-learning rates previously only obtained by the empirical process technique. In addition, we improve the best known $\gamma$-learning rates from Lin et al. (2018) for the learning scheme (1) whenever (EMB) is satisfied for some $0 < \alpha < 1$ as well as (SRC) and (EVD) are satisfied for $\beta+p < 1$. Finally, we show that our $\gamma$-learning rates are optimal in all cases in which the optimal $L^2$-norm learning rate is known.

6. Proofs

First, we summarize some well-known facts that we need for the proofs of our main results. To this end, we use the notation and general assumptions from Section 2.

Since we assume that $H$ is separable, Steinwart & Scovel (2012, Corollary 3.2) show that there exists a $\nu$-zero set $N \subseteq X$, such that $k$ is given by

$$k(x, x') = \sum_{i \geq 1} \mu_i e_i(x)e_i(x')$$

(15)

for all $x, x' \in X \setminus N$. Furthermore, the boundedness of $k$ implies $\sum_{i \geq 1} \mu_i e_i^2(x) \leq A^2$ for $\nu$-almost all $x \in X$ and a constant $A \geq 0$. Motivated by this statement we say, for $\alpha > 0$, that the $\alpha$-power of $k$ is $\nu$-a.s. bounded if there exists a constant $A \geq 0$ with

$$\sum_{i \geq 1} \mu_i^\alpha e_i^2(x) \leq A^2$$

(16)

for $\nu$-almost all $x \in X$. Furthermore, we write $\|k^\alpha\|_\infty$ for the smallest constant with this property and set $\|k^\alpha\|_\infty := \infty$ if there is no such constant. Consequently, $\|k^\alpha\|_\infty < \infty$ is an abbreviation of the phrase the $\alpha$-power of $k$ is $\nu$-a.s. bounded. We refer to Steinwart & Scovel (2012, Proposition 4.2) for the logic behind this notation. Because of the representation in
(15) and the boundedness of $k$ we always have $\|k^\alpha\|_\infty < \infty$. The following theorem allows an alternative characterization of (EMB).

**Theorem 9 ($L_\infty$-Embedding)** Let $(X, B)$ be a measurable space, $H$ be a separable RKHS on $X$ w.r.t. a bounded and measurable kernel $k$, and $\nu$ be a probability distribution on $X$. Then the following equality is satisfied, for $\alpha > 0$,

$$\|H^\alpha_\nu \hookrightarrow L_\infty(\nu)\| = \|k^\alpha\|_\infty. \tag{17}$$

Note that with the help of (17) the Condition (EMB) can be written as $\|k^\alpha\|_\infty \leq A$. The statement of Theorem 9 is part of Steinwart & Scovel (2012, Theorem 5.3), but we give an alternative proof below, which is more basic and does not require the $\nu$-completeness of the measurable space $(X, B)$. Moreover, our proof of Theorem 9 remains true in the situation considered by Steinwart & Scovel (2012, Theorem 5.3), i.e. for $\sigma$-finite measures $\nu$ and (possibly unbounded) kernels $\nu$ whose RKHS $H$ is compactly embedded into $L_2(\nu)$. In this respect, we generalize Theorem 5.3 of Steinwart & Scovel (2012). We restricted our consideration to bounded kernels and probability measures only for convenience since we do not need this generality in the rest of this work.

**Proof** First we prove $'\geq'$. To this end, we assume that $\text{Id} : [H]^\alpha_\nu \rightarrow L_\infty(\nu)$ exists and is bounded and hence $\|\text{Id}\| < \infty$. Since $(\mu_i^{\alpha/2}[e_i]_\nu)_{i \in I}$ is an ONB of $[H]^\alpha_\nu$ for every sequence $a = (a_i)_{i \geq 1} \in \ell_2(\mathbb{N})$ the series $\sum_{i \geq 1} a_i \mu_i^{\alpha/2}[e_i]_\nu$ converges in $[H]^\alpha_\nu$ and hence it also converges in $L_\infty(\nu)$. As a result, there is a representative $f_a : X \rightarrow \mathbb{R}$ with $[f_a]_\nu = \sum_{i \geq 1} a_i \mu_i^{\alpha/2}[e_i]_\nu \in [H]^\alpha_\nu$ and a set $N_a \subseteq X$ with $\nu(N_a) = 0$ such that

$$f_a(x) = \sum_{i \geq 1} a_i \mu_i^{\alpha/2} e_i(x) \quad \text{and} \quad |f_a(x)| \leq \sup_{i \geq 1} a_i \mu_i^{\alpha/2} \|e_i\|_\infty$$

for all $x \in X \setminus N_a$. Consequently, for all $x \in X \setminus N_a$, we find

$$|f_a(x)| \leq \left\| \sum_{i \geq 1} a_i \mu_i^{\alpha/2}[e_i]_\nu \right\|_{L_\infty(\nu)} \leq \|\text{Id}\| \cdot \left\| \sum_{i \geq 1} a_i \mu_i^{\alpha/2}[e_i]_\nu \right\|_{[H]^\alpha_\nu} = \|\text{Id}\| \cdot \|a\|_{\ell_2(\mathbb{N})}.$$

Since the closed unit ball $\overline{B}_{\ell_2(\mathbb{N})}$ of $\ell_2(\mathbb{N})$ is separable there is a countable dense subset $B \subseteq \overline{B}_{\ell_2(\mathbb{N})}$. If we define the set $N := \bigcup_{a \in B} N_a \subseteq X$ then we have $\nu(N) = 0$ since $B$ is countable. Moreover, the denseness of $B$ in $\overline{B}_{\ell_2(\mathbb{N})}$ implies

$$\sum_{i \geq 1} \mu_i^\alpha e_i^2(x) = \|(\mu_i^{\alpha/2} e_i(x))\|_{\ell_2(\mathbb{N})}^2 = \sup_{a \in B} \|a \cdot (\mu_i^{\alpha/2} e_i(x))_{i \geq 1}\|_{\ell_2(\mathbb{N})}^2 = \sup_{a \in B} |f_a(x)|^2 \leq \|\text{Id}\|^2$$

for all $x \in X \setminus N$ and hence $\|k^\alpha\|_\infty \leq \|\text{Id}\|$.

Now we prove $'\leq'$. To this end, we assume $\|k^\alpha\|_\infty < \infty$ and choose some $[f]_\nu \in [H]^\alpha_\nu$ with $\|f\|_\alpha \leq 1$. Then there is a (unique) sequence $a = (a_i)_{i \geq 1} \in \ell_2(\mathbb{N})$ with $\|a\|_{\ell_2(\mathbb{N})} \leq 1$ and $[f]_\nu = \sum_{i \geq 1} a_i \mu_i^{\alpha/2}[e_i]_\nu$. Using Hölder’s inequality we get

$$|f(x)| \leq \|a\|_{\ell_2(\mathbb{N})} \left( \sum_{i \geq 1} \mu_i^\alpha e_i^2(x) \right)^{1/2} \leq \|k^\alpha\|_\infty$$
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for ν-almost all x ∈ X. Consequently, we have ∥[f]ν∥L∞(ν) ≤ ∥kαν∥∞ for all [f]ν ∈ [H]αν with ∥[f]ν∥α ≤ 1 and this proves ∥Id∥ ≤ ∥kαν∥∞.

The following lemma summarizes further implications of (EMB).

**Lemma 10** Let (X, B) be a measurable space, H be a separable RKHS on X w.r.t. a bounded and measurable kernel k, and ν be a probability distribution on X. Then the following statements are true, for 0 < p, α ≤ 1:

(i) (EMB) implies ∥[ei]ν∥L∞(ν) ≤ ∥kαν∥∞ µ−α/2

(ii) (EMB) implies (µi) i≥1 ∈ ℓα(N). If, in addition, the eigenfunctions are uniformly bounded, i.e. supi≥1 ∥[ei]ν∥L∞(ν) < ∞, then the converse implication is true.

(iii) (EMB) implies (EVD) for p = α. If, in addition, the eigenfunctions are uniformly bounded, then (EVD) w.r.t. 0 < p < 1 implies (EMB) for all α > p.

Note that uniformly bounded eigenfunction have been considered e.g. by Mendelson & Neeman (2010, Assumption 4.1) and Steinwart et al. (2009, Theorem 2), see also the discussion after Theorem 5.3 of Steinwart & Scovel (2012).

**Proof** For the proof we silently use the Identity (17) in Theorem 9.

(i) Using (EMB) and the fact that (µi) i≥1 is an ONB of [H]αν yields the assertion

\[ \|k^\alpha \|_\infty \mu^{-\alpha/2} \]

(ii) The first statement in (ii) is from Steinwart & Scovel (2012, Theorem 5.3). The converse under the additional assumption of uniformly bounded eigenfunctions is a direct consequence of (16).

(iii) If (EMB) is satisfied for α, then the monotonicity of the eigenvalues (µi) i≥1 and Statement (ii) imply, for i ≥ 1,

\[ i\mu_i^\alpha \leq \sum_{j=1}^i \mu_j^\alpha \leq \sum_{j\geq 1} \mu_j^\alpha =: D < \infty \]

Consequently, (EVD) is satisfied for p = α and C := D1/α. For the converse we assume (EVD) w.r.t. 0 < p < 1. As a consequence, we have \( \sum_{i\geq 1} \mu_i^\alpha \leq C^\alpha \sum_{i\geq 1} i^{-\alpha/p} < \infty \) for all α > p and together with Part (ii) this gives the assertion.

Recall that the effective dimension \( \mathcal{N}_\nu : (0, \infty) \to [0, \infty) \) is defined by

\[ \mathcal{N}_\nu(\lambda) := \text{tr}((C_\nu + \lambda )^{-1}) = \sum_{i\geq 1} \frac{\mu_i}{\mu_i + \lambda} \]

where tr denotes the trace operator. The effective dimension is widely used in the statistical analysis of LS-SVMs (see e.g., Caponnetto & De Vito, 2007; Blanchard & Mücke, 2017; Lin & Cevher, 2018a; Lin et al., 2018). The following lemma establishes a connection between (EVD) and the asymptotic behavior of \( \mathcal{N}_\nu(\lambda) \) for \( \lambda \to 0^+ \).
Lemma 11 Let \((X, \mathcal{B})\) be a measurable space, \(H\) be a separable RKHS on \(X\) w.r.t. a bounded and measurable kernel \(k\), and \(\nu\) be a probability distribution on \(X\). Then the following statements are equivalent, for \(0 < p \leq 1\):

(i) There is a constant \(D > 0\) such that the following inequality is satisfied, for \(\lambda > 0\),

\[ \mathcal{N}_\nu(\lambda) \leq D\lambda^{-p} . \]

(ii) (EVD) is satisfied for \(p\), i.e. there is a constant \(C > 0\) with \(\mu_i \leq C^{-1/p}_i \) for all \(i \geq 1\).

Note that (i)⇒(ii) for \(p < 1\) is from Caponnetto & De Vito (2007, Proposition 3).

Proof (i)⇒(ii) For \(p < 1\) this implication is a consequence of Caponnetto & De Vito (2007, Proposition 3) for \(D := C_1^p/(1 - p)\). For \(p = 1\) the properties of the trace operator yields \(\mathcal{N}_\nu(\lambda) \leq \|C_\nu\|_1 \|(C_\nu + \lambda)^{-1}\|\). Since \(C_\nu\) is a positive semi-definite operator we have \(\|(C_\nu + \lambda)^{-1}\| \leq \lambda^{-1}\). Moreover, using the ONS \((e_i)_i\geq 1 \) in \(L_2(\nu)\) and the monotone convergence theorem, the trace norm can be bounded by

\[ \|C_\nu\|_1 = \sum_{i \geq 1} \mu_i = \sum_{i \geq 1} \mu_i \int_X e_i^2(x) \, d\nu(x) = \int_X \sum_{i \geq 1} \mu_i e_i^2(x) \, d\nu(x) \leq \|k^1_\nu\|_\infty^2 =: D \]

\[ i \frac{\mu_i}{\mu_i + \lambda} \leq \sum_{j=1}^i \frac{\mu_j}{\mu_j + \lambda} \leq \mathcal{N}_\nu(\lambda) \leq D\lambda^{-p} . \]

Using this inequality for \(\lambda = \mu_i\) we get \(i \leq 2D\mu_i^{-p}\) for all \(i \geq 1\) and this yields (EVD) w.r.t. \(p\) and \(C = (2D)^{1/p}\).

The \textit{LS-risk} of a measurable function \(f : X \to \mathbb{R}\) is defined by

\[ \mathcal{R}_P(f) := \int_{X \times \mathbb{R}} \left( y - f(x) \right)^2 \, dP(x, y) \]

and the \textit{Bayes-LS-risk} \(\mathcal{R}_P^* := \inf_{f : X \to \mathbb{R}} \mathcal{R}_P(f)\) is achieved by the conditional mean function \(f_P^*\), see e.g. Steinwart & Christmann (2008, Example 2.6). Moreover, the \textit{LS-excess-risk} is given by \(\mathcal{R}_P(f) - \mathcal{R}_P^* = \|f - f_P^*\|_{L_2(\nu)}^2\), see e.g. Steinwart & Christmann (2008, Example 2.6), and minimizing the LS-risk is therefore equivalent to approximating the conditional mean function in the \(L_2(\nu)\)-norm. For \(\lambda > 0\) the unique minimizer of

\[ \inf_{f \in H} \lambda\|f\|_H^2 + \mathcal{R}_P(f) \]

can be easily calculated by means of derivatives and is given by

\[ f_{P,\lambda} := (C_\nu + \lambda)^{-1} g_P \in H \quad \text{with} \quad g_P := S_\nu f_P^* , \]
see e.g. Smale & Zhou (2005, Equations 7.4 and Equation 7.5). Note that (5) and (4) together with the properties of the conditional distribution \( P(\cdot | x) \) yield
\[
g_P = \int_X k(x, \cdot) \int_{\mathbb{R}} y \, P(dy|x) \, dP_X(x) = \int_{X \times \mathbb{R}} yk(x, \cdot) \, dP(x, y) \ .
\] (20)
The predictor \( f_{D,\lambda} \), for a data set \( D = \{(x_i, y_i)\}_{i=1}^n \), given in (1) is the unique minimizer of (18) w.r.t. the empirical measure \( D := \frac{1}{n} \sum_{i=1}^n \delta_{(x,y)} \) where \( \delta_{(x,y)} \) denotes the Dirac measure at \((x,y)\). Consequently, \( f_{D,\lambda} \) is given by (19) w.r.t. the corresponding empirical quantities, namely
\[
f_{D,\lambda} = (C_\delta + \lambda)^{-1} g_D \in H \ .
\] (21)
where \( \delta \) denotes the marginal distribution of \( D \) on \( X \), i.e. \( \delta = D_X = \frac{1}{n} \sum_{i=1}^n \delta_{x_i} \).

6.1 Some Bounds
In this subsection we further exploit the spectral representations in (6) in order to establish some bounds which we use several times in the proofs of our main results.

Recall from Steinwart & Scovel (2012, Theorem 2.11 and Lemma 2.12) that \( (\mu_i^{1/2} e_i)_{i \geq 1} \) is an ONB of \((\ker I_\nu)^\perp\), \( (|e_i|_\nu)_{i \geq 1} \) is an ONB of \( \text{ran} I_\nu = [H]^0_\nu \), and
\[
S_\nu = \sum_{i \geq 1} \mu_i^{1/2} (|e_i|_\nu, \cdot)_{L^2(\nu)} \mu_i^{1/2} e_i .
\] (22)
As the representation in (19) indicates, the operator \((C_\nu + \lambda)^{-a}\), for \( a > 0 \), plays a crucial role in the following. To this end, we fix an arbitrary ONB \((\tilde{e}_j)_{j \in J}\) of \( \ker I_\nu \), with \( J \cap \mathbb{N} = \emptyset \), and bring up the following spectral representation
\[
(C_\nu + \lambda)^{-a} = \sum_{i \geq 1} (\mu_i + \lambda)^{-a} \langle \mu_i^{1/2} e_i, \cdot \rangle_H \mu_i^{1/2} e_i + \lambda^{-a} \sum_{j \in J} \langle \tilde{e}_j, \cdot \rangle_H \tilde{e}_j .
\] (23)
Note that \((\tilde{e}_j)_{j \in J} \subseteq H\) are normalized in contrast to \((e_i)_{i \geq 1} \subseteq H\), which are not normalized to be aligned with the literature. Moreover, by normalizing \((e_i)_{i \geq 1}\) we get the ONB \((\mu_i^{1/2} e_i)_{i \geq 1} \cup (\tilde{e}_j)_{j \in J}\) of \( H\), where \( J \) is at most countably infinite since \( H \) is separable.

Next, we present a spectral representation for \( f_{P,\lambda} \) which is well-known from Smale & Zhou (2005, proof of Theorem 4). To this end, we use the abbreviation \( a_i := \langle f_P^*, |e_i|_\nu \rangle_{L^2(\nu)} \), for \( i \geq 1 \). A combination of (19) with the representations in (22) and (23), for \( a = 1 \), yields
\[
f_{P,\lambda} = \sum_{i \geq 1} \frac{1}{\mu_i + \lambda} a_i \mu_i^{1/2} e_i \in (\ker I_\nu)^\perp .
\] (24)
If we additionally assume \( f_P^* \in \text{ran} I_\nu = [H]^0_\nu \), then \( f_P^* = \sum_{i \geq 1} a_i |e_i|_\nu \) holds and together with (24) we have
\[
f_P^* - [f_{P,\lambda}]_\nu = \sum_{i \geq 1} \frac{\lambda}{\mu_i + \lambda} a_i |e_i|_\nu .
\] (25)
The first lemma describes the connection of the \( \gamma \)-power norm and the \( H \)-norm.
Lemma 12 Let \((X, \mathcal{B})\) be a measurable space, \(H\) be a separable RKHS on \(X\) w.r.t. a bounded and measurable kernel \(k\), and \(\nu\) be a probability distribution on \(X\). Then, for \(0 \leq \gamma \leq 1\) and \(f \in H\), the inequality
\[
\|f\nu\|_\gamma \leq \|C_{\nu}^{\frac{1-\gamma}{\gamma}} f\|_H
\]
is satisfied. If, in addition, \(\gamma < 1\) or \(f \perp \ker I_\nu\) is satisfied, then equality holds.

Proof Let us fix a \(f \in H\). Since \((\mu_i^{1/2} e_i)_{i \geq 1}\) is an ONB of \((\ker I_\nu)^\perp\), there exits a \(g \in \ker I_\nu\) with \(f = \sum_{i \geq 1} b_i \mu_i^{1/2} e_i + g\), where \(b_i = \langle f, \mu_i^{1/2} e_i \rangle_H\) for all \(i \geq 1\). Since \([g]_\nu = 0\) we have \([f]_\nu = \sum_{i \geq 1} b_i \mu_i^{1/2} [e_i]_\nu\) and together with Parseval’s identity w.r.t. the ONB \((\mu_i^{\gamma/2}[e_i]_\nu)_{i \geq 1}\) of \([H]_\nu^\perp\) this yields
\[
\|f\nu\|_\gamma^2 = \left\| \sum_{i \geq 1} b_i \mu_i^{\frac{1+\gamma}{2}} \mu_i^{\gamma/2}[e_i]_\nu \right\|_\gamma^2 = \sum_{i \geq 1} \mu_i^{1-\gamma} b_i^2 .
\]
For \(\gamma < 1\) the spectral decomposition in (6) together with Parseval’s identity w.r.t. the ONS \((\mu_i^{1/2} e_i)_{i \geq 1}\) in \(H\) yields
\[
\|C_{\nu}^{\frac{1-\gamma}{\gamma}} f\|_H^2 = \left\| \sum_{i \geq 1} \mu_i^{\frac{1-\gamma}{2}} b_i \mu_i^{1/2} e_i \right\|_H^2 = \sum_{i \geq 1} \mu_i^{1-\gamma} b_i^2 .
\]
This proves the claimed equality in the case of \(\gamma < 1\). For \(\gamma = 1\) we have \(C_{\nu}^{\frac{1-\gamma}{\gamma}} = \text{Id}_H\) and the Pythagorean theorem together with Parseval’s identity yields
\[
\|C_{\nu}^{\frac{1-\gamma}{\gamma}} f\|_H^2 = \left| \sum_{i \geq 1} b_i \mu_i^{1/2} e_i + g \right|_H^2 = \left| \sum_{i \geq 1} b_i \mu_i^{1/2} e_i \right|_H^2 + \|g\|_H^2 = \sum_{i \geq 1} b_i^2 + \|g\|_H^2 .
\]
This gives the claimed equality if \(f \perp \ker I_\nu\), i.e. \(g = 0\), as well as the claimed inequality for general \(f \in H\). \(\blacksquare\)

The next lemma describes how the effective dimension comes into play. Note that parts of the next lemma are already mentioned by Rudi et al. (2015) in the discussion after Assumption 3.

Lemma 13 Let \((X, \mathcal{B})\) be a measurable space, \(H\) be a separable RKHS on \(X\) w.r.t. a bounded and measurable kernel \(k\), and \(\nu\) be a probability distribution on \(X\). Then the following equality is satisfied, for \(\lambda > 0\),
\[
\int_X \| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 \, d\nu(x) = N_\nu(\lambda) . \tag{26}
\]
If, in addition, \(\|k_\nu^\alpha\|_\infty < \infty\) is satisfied, then the following inequality is satisfied, for \(\lambda > 0\) and \(\nu\)-almost all \(x \in X\),
\[
\| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 \leq \|k_\nu^\alpha\|_\infty^2 \lambda^{-\alpha} . \tag{27}
\]
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Note that the inequality in (27) is the place where we benefit from (EMB).

**Proof** Let us fix a \( \lambda > 0 \). Since \( H \) is separable and \( k \) is measurable the map \( X \to H \) given by \( x \mapsto k(x, \cdot) \) is measurable, see e.g. Steinwart & Christmann (2008, Lemma 4.25) and hence \( x \mapsto \| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 \) is measurable, too. Using the ONB \( \{ \tilde{e}_j \}_{j \in J} \) of \( \ker I_\nu \) introduced before Equation (23) and the reproducibility property of the kernel \( k \) we get the following series representation which converges in \( H \)

\[
k(x, \cdot) = \sum_{i \geq 1} \langle \mu_i^{1/2} e_i, k(x, \cdot) \rangle_H \mu_i^{1/2} e_i + \sum_{j \in J} \langle \tilde{e}_j, k(x, \cdot) \rangle_H \tilde{e}_j
\]

for all \( x \in X \). Together with (23), for \( a = 1/2 \), and Parseval’s identity we get

\[
\| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 = \left\| \sum_{i \geq 1} \frac{\mu_i}{(\mu_i + \lambda)^{1/2}} \mu_i^{1/2} e_i + \lambda^{-1/2} \sum_{j \in J} \tilde{e}_j(x) \tilde{e}_j \right\|_H^2
\]

for all \( x \in X \). Recall that the index set \( J \) is at most countable since \( H \) is separable. Moreover, \( \tilde{e}_j \in \ker I_\nu \) for all \( j \in J \) implies that the second summand on the right hand side vanishes for \( \nu \)-almost all \( x \in X \). Consequently, we have

\[
\| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 = \sum_{i \geq 1} \frac{\mu_i}{\mu_i + \lambda} e_i^2(x)
\]

for \( \nu \)-almost all \( x \in X \). Now, (26) is a consequence of (28), the monotone convergence theorem, and the fact that \( \{ e_i \}_{i \geq 1} \) is an ONS in \( L_2(\nu) \), namely

\[
\int_X \| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 \, d\nu(x) = \sum_{i \geq 1} \frac{\mu_i}{\mu_i + \lambda} \int_X e_i^2(x) \, d\nu(x) = \text{tr}\left( (C_\nu + \lambda)^{-1} C_\nu \right).
\]

Finally, (27) is a consequence of (28) and Lemma 25, namely

\[
\| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 = \sum_{i \geq 1} \frac{\mu_i^{1-\alpha}}{\mu_i + \lambda} \mu_i^{\alpha} e_i^2(x) \leq \left( \sum_{i \geq 1} \mu_i^\alpha e_i^2(x) \right) \sup_{i \geq 1} \frac{\mu_i^{1-\alpha}}{\mu_i + \lambda} \leq \| f_\nu^\alpha \|_\infty^2 \lambda^{-\alpha}
\]

is satisfied for \( \nu \)-almost all \( x \in X \).

The next lemma uses the representations in (24) and (25) to provide bounds on the \( \gamma \)-power norm of \( [f_{P,\lambda}]_\nu - f_P^* \) and \( [f_{P,\lambda}]_\nu \).

**Lemma 14** Let \( (X, \mathcal{B}) \) be a measurable space, \( H \) be a separable RKHS on \( X \) w.r.t. a bounded and measurable kernel \( k \), \( P \) be a probability distribution on \( X \times \mathbb{R} \) with \( \| P \|_2 < \infty \), and \( \nu := P_X \) be the marginal distribution on \( X \). If \( f_P^* \in \| H \|_\nu^\alpha \) is satisfied for some \( 0 \leq \beta \leq 2 \), then the following bounds are satisfied, for all \( \lambda > 0 \):

\[
\| [f_{P,\lambda}]_\nu - f_P^* \|_\gamma^2 \leq \| f_P^* \|_\beta^\beta \lambda^{\beta - \gamma} \quad \text{for all } 0 \leq \gamma \leq \beta, \quad (29)
\]

\[
\| [f_{P,\lambda}]_\nu \|_\gamma^2 \leq \| f_P^* \|_{\min\{\gamma, \beta\}}^2 \lambda^{-(\gamma - \beta)_+} \quad \text{for all } \gamma \geq 0. \quad (30)
\]
Here we used the abbreviation $t_+ := \max\{0,t\}$ for $t \in \mathbb{R}$. Note that (29) in the case of $\gamma \in \{0,1\}$ is covered by Smale & Zhou (2005, Theorem 4). Since, in the case $\beta \geq \gamma = 1$, the $\nu$-equivalence class $f^*_P$ has a (unique) representative $f^*_P \in \mathcal{H}$ with $f^*_P \perp \ker I_\nu$ and $f_{P,\lambda} \perp \ker I_\nu$ holds according to (24), we can use the equality from Lemma 12 and exchange the left hand sides of (29) by $\|f_{P,\lambda} - f^*_P\|_H^2$ in the case of $\beta \geq \gamma = 1$. Analogously, we can exchange the left hand side in (30) by $\|f_{P,\lambda}\|_H^2$ for $\gamma = 1$.

**Proof** Let us first show (29). Since $f^*_P \in [H]_\nu^0 \subseteq [H]_\nu^0$ we can use the spectral representation in (25). Then, Parseval’s identity w.r.t. the ONB $(\mu_i^{\gamma/2}[e_i]_\nu)_{i \geq 1}$ of $[H]_\nu^0$ yields

$$
\|f^*_P - [f_{P,\lambda}]_\nu\|_\gamma^2 = \lambda^2 \sum_{i \geq 1} \left(\frac{\mu_i^{\gamma/2}}{\mu_i + \lambda}\right)^2 a_i^2 = \lambda^2 \sum_{i \geq 1} \left(\frac{\mu_i^{\beta-\gamma}}{\mu_i + \lambda}\right)^2 \mu_i^{-\beta} a_i^2 .
$$

If we estimate the fraction on the right hand side with Lemma 25 and apply Parseval’s identity w.r.t. the ONB $(\mu_i^{\beta/2}[e_i]_\nu)_{i \geq 1}$ of $[H]_\nu^0$, then we get

$$
\|f^*_P - [f_{P,\lambda}]_\nu\|_\gamma^2 \leq \left(\lambda \sup_{i \geq 1} \frac{\mu_i^{\beta-\gamma}}{\mu_i + \lambda}\right)^2 \sum_{i \geq 1} \mu_i^{-\beta} a_i^2 \leq \lambda^{\beta-\gamma} \sum_{i \geq 1} \mu_i^{-\beta} a_i^2 = \lambda^{\beta-\gamma}\|f^*_P\|_\beta^2 .
$$

In order to show (30) we use the spectral representation in (24) and Parseval’s identity

$$
\|[f_{P,\lambda}]_\nu\|_\gamma^2 = \sum_{i \geq 1} \left(\frac{\mu_i}{\mu_i + \lambda}\right)^2 \mu_i^{-\gamma} a_i^2 .
$$

In the case of $\gamma \leq \beta$ we estimate the fraction by 1 and then Parseval’s identity gives us

$$
\|[f_{P,\lambda}]_\nu\|_\gamma^2 \leq \sum_{i \geq 1} \mu_i^{-\gamma} a_i^2 = \|f^*_P\|_\gamma^2 .
$$

In the case of $\gamma > \beta$ we additionally use Lemma 25 and get

$$
\|[f_{P,\lambda}]_\nu\|_\gamma^2 = \sum_{i \geq 1} \left(\frac{1-\gamma}{\mu_i + \lambda}\right)^2 \mu_i^{-\beta} a_i^2 \leq \lambda^{-(\gamma-\beta)} \sum_{i \geq 1} \mu_i^{-\beta} a_i^2 = \lambda^{-(\gamma-\beta)}\|f^*_P\|_\beta^2 .
$$

Whereby, in the last equality we used Parseval’s identity again.

If we combine the bounds from Lemma 14 with (EMB) we directly obtain the following $L_\infty(\nu)$ bounds. Note that some parts of the following lemma are already stated by Steinwart & Scovel (2012, Corollary 5.5).

**Corollary 15** Let $(X, \mathcal{B})$ be a measurable space, $\mathcal{H}$ be a separable RKHS on $X$ w.r.t. a bounded and measurable kernel $k$, $P$ be a probability distribution on $X \times \mathbb{R}$ with $|P|_2 < \infty$, and $\nu := P_X$ be the marginal distribution on $X$. If $f^*_P \in [H]_\nu^0$ and (EMB) are satisfied for some $0 \leq \beta \leq 2$ and $0 < \alpha \leq 1$, respectively, then the following bounds are satisfied, for all $0 < \lambda \leq 1$:

$$
\|[f_{P,\lambda}]_\nu - f^*_P\|_{L_\infty(\nu)}^2 \leq \left(\|f^*_P\|_{L_\infty(\nu)} + \|k^*_\nu\|_{2\infty}\|f^*_P\|_\beta\right)^2 \lambda^{\beta-\alpha} .
$$

$$
\|[f_{P,\lambda}]_\nu\|_{L_\infty(\nu)}^2 \leq \|k^*_\nu\|_\infty^2 \|f^*_P\|_{\min(\alpha,\beta)}^2 \lambda^{-(\alpha-\beta)+} .
$$
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**Proof** The bound in (32) is a direct consequence of the Identity (17) in Theorem 9 and (30) with $\gamma = \alpha$.

To prove (31) we can assume without loss of generality $f_P^* \in L_{\infty}(\nu)$. In the case of $\beta \leq \alpha$ we use the triangle inequality, Inequality (32), and $\lambda \leq 1$ to find

$$
\|f_P^* - [f_{P,\lambda}]_\nu\|_{L_{\infty}(\nu)} \leq \|f_P^*\|_{L_{\infty}(\nu)} + \|[f_{P,\lambda}]_\nu\|_{L_{\infty}(\nu)}
\leq (\|f_P^*\|_{L_{\infty}(\nu)} + \|k^\alpha_P\|_{\infty}\|f_P^*\|_\beta) \lambda^{-\alpha - \beta}.
$$

In the case $\beta > \alpha$, Bound (31) is a consequence of the Identity (17) in Theorem 9 and (29) with $\gamma = \alpha$. 

**6.2 Upper Rates**

In order to establish upper bounds, we split $\|[f_{D,\lambda}]_\nu - f_P^*\|_{\gamma}$ into two parts:

$$
\|[f_{D,\lambda}]_\nu - f_P^*\|_{\gamma} \leq \|[f_{D,\lambda} - f_{P,\lambda}]_\nu\|_{\gamma} + \|[f_{P,\lambda}]_\nu - f_P^*\|_{\gamma},
$$

the estimation error $\|[f_{D,\lambda} - f_{P,\lambda}]_\nu\|_{\gamma}$ and the approximation error $\|[f_{P,\lambda}]_\nu - f_P^*\|_{\gamma}$. A bound on the approximation error has already been given in Lemma 14 and the following inequality controls the estimation error.

**Theorem 16 (Error Control Inequality)** Let $(X,B)$ be a measurable space, $H$ be a separable RKHS on $X$ w.r.t. a bounded and measurable kernel $k$, $P$ be a probability distribution on $X \times \mathbb{R}$ with $|P|_2 < \infty$, and $\nu := P_X$ be the marginal distribution on $X$. Furthermore, let $\|f_P^*\|_{L_{\infty}(\nu)} < \infty$, $\|k^\alpha_P\|_{\infty} < \infty$, and (MOM) be satisfied. Then for the abbreviations

$$
g_\lambda := \log \left(2eN_\nu(\lambda)\frac{\|C_\nu\| + \lambda}{\|C_\nu\|}\right),
$$

$$
A_{\lambda,\tau} := 8\|k^\alpha_P\|_{\infty}^2\tau g_\lambda \lambda^{-\alpha}, \text{ and}
$$

$$
L_\lambda := \max\{L, \|f_P^* - [f_{P,\lambda}]_\nu\|_{L_{\infty}(\nu)}\}
$$

and $0 \leq \gamma \leq 1$, $\tau \geq 1$, $\lambda > 0$, and $n \geq A_{\lambda,\tau}$, the following bound is satisfied with $P^n$-probability not less than $1 - 4e^{-\tau}$

$$
\left\|C^\frac{\nu^2}{n} \left(f_{D,\lambda} - f_{P,\lambda}\right)\right\|_H^2 \leq \frac{576\tau^2}{n\lambda^7} \left(\sigma^2N_\nu(\lambda) + \|k^\alpha_P\|_{\infty}^2\frac{\|f_P^* - [f_{P,\lambda}]_\nu\|_{L_{2}(\nu)}^2}{\lambda}\right) + 2\|k^\alpha_P\|_{\infty}^2 \frac{L_\lambda^2}{n\lambda^\alpha}.
$$

According to Lemma 12 the same result is true for $\|[f_{D,\lambda} - f_{P,\lambda}]_\nu\|_{\gamma}^2$. Moreover, in the case of $\gamma = 1$ the left hand side coincides with $\|f_{D,\lambda} - f_{P,\lambda}\|_H$. Our proof is based on an argument tracing back to Smale & Zhou (2007). We refine the analysis with some ideas of Caponnetto & De Vito (2007) and Lin & Cevher (2018a) under the embedding property.

We split the proof into several lemmas: the first one improves Lemma 18 of Lin & Cevher (2018a) under the additional Assumption (EMB).
Lemma 17 Let the assumptions of Theorem 16 be satisfied and $g_\lambda$ as defined in (34). Then, for $\tau \geq 1$, $\lambda > 0$, and $n \geq 1$, the following operator norm bound is satisfied with $\nu^\alpha$-probability not less than $1 - 2e^{-\tau}$

$$
\| (C_\nu + \lambda)^{-1/2} (C_\nu - C_\lambda) (C_\nu + \lambda)^{-1/2} \| \leq \frac{4||k_\nu^\alpha||_\infty^2 \tau A}{3nA} + \sqrt{\frac{2||k_\nu^\alpha||_\infty^2 \tau A}{nA}} .
$$

(37)

Proof This is a consequence of the concentration inequality in Theorem 27, but before we start with the main part of the proof we recall some well-known facts about the mapping $\otimes : H \times H \to \mathcal{L}_2(H)$ into the space of Hilbert-Schmidt operators defined by $f \otimes g := (f, \cdot)_H g$. Since $f \otimes g$ has rank one, $f \otimes g$ is a Hilbert-Schmidt operator. Furthermore, $\otimes$ is bilinear, satisfies the following Hilbert-Schmidt norm and operator norm identity

$$
\| f \otimes g \|_2 = \| f \|_H \| g \|_H ,
$$

(38)

and hence $\otimes$ is continuous. Moreover, the adjoint operator is given by $(f \otimes g)^* = g \otimes f$ and $\langle (f \otimes g) h, p \rangle_H = \langle (f, h)_H (g, p)_H \rangle$ for $h, p \in H$. As a result, $f \otimes f$ is, for all $f \in H$, a self-adjoint positive semi-definite Hilbert-Schmidt operator.

Now, we consider $C_\nu : H \to H$ the integral operator w.r.t. the point measure at $x \in X$,

$$
C_\nu f := f(x) k(x, \cdot) = \langle f, k(x, \cdot) \rangle_H k(x, \cdot) ,
$$

and define the random variables $\xi_0, \xi_1 : X \to \mathcal{L}_2(H)$ by

$$
\xi_0(x) := C_\nu \quad \text{and} \quad \xi_1(x) := (C_\nu + \lambda)^{-1/2} C_\nu (C_\nu + \lambda)^{-1/2} .
$$

Using the definition of the bilinear operator $\otimes$, the self-adjointness of $(C_\nu + \lambda)^{-1/2}$, and the abbreviation $h_x := (C_\nu + \lambda)^{-1/2} k(x, \cdot)$ we can represent $\xi_0$ and $\xi_1$ as follows

$$
\begin{align*}
\xi_0(x) f &= (k(x, \cdot) \otimes k(x, \cdot)) f \\
\xi_1(x) f &= \langle k(x, \cdot), (C_\nu + \lambda)^{-1/2} f \rangle_H (C_\nu + \lambda)^{-1/2} k(x, \cdot) \\
&= \langle (C_\nu + \lambda)^{-1/2} k(x, \cdot), f \rangle_H (C_\nu + \lambda)^{-1/2} k(x, \cdot) \\
&= (h_x \otimes h_x) f .
\end{align*}
$$

(39)

Since $H$ is a separable RKHS w.r.t. a measurable kernel, the map $X \to H$, $x \mapsto k(x, \cdot)$ is measurable, see e.g. Steinwart & Christmann (2008, Lemma 4.25). Consequently, $\xi_0$ and $\xi_1$ are measurable, as compositions of measurable functions. Combining (38) with the representations in (39) and Lemma 13 we get the supremum bounds, w.r.t. the Hilbert-Schmidt norm and the operator norm,

$$
\| \xi_0(x) \|_2 = \| \xi_0(x) \| = \| k(x, \cdot) \|_H^2 = k(x, x) \leq k_1^2 \| \xi_0 \|_2^2
$$

and

$$
\| \xi_1(x) \|_2 = \| \xi_1(x) \| = \| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^2 \leq \| k_\nu^\alpha \|_\infty^2 \lambda^{-\alpha} = : B
$$

(40)

for $\nu$-almost all $x \in X$. As a consequence of the boundedness w.r.t. the Hilbert-Schmidt norm, the mappings $\xi_0$ and $\xi_1$ are Bochner-integrable w.r.t. every probability measure $\mu$ on $X$. Combining Diestel & Uhl (1977, Theorem 6 in Chapter II.2) and $\mathbb{E}_{x \sim \mu} C_x = C_\mu$ yields

$$
\mathbb{E}_\mu \xi_1 = (C_\nu + \lambda)^{-1/2} (\mathbb{E}_{x \sim \mu} C_x) (C_\nu + \lambda)^{-1/2} = (C_\nu + \lambda)^{-1/2} C_\mu (C_\nu + \lambda)^{-1/2} .
$$

(41)
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If we exploit (41) in the case of \( \mu = \nu = P_X \) and \( \mu = \delta = D_X \), then we get

\[
\frac{1}{n} \sum_{i=1}^{n} (\xi_1(x_i) - \mathbb{E}_\nu \xi_1) = \mathbb{E}_\delta \xi_1 - \mathbb{E}_\nu \xi_1 = (C_\nu + \lambda)^{-1/2}(C_\delta - C_\nu)(C_\nu + \lambda)^{-1/2}
\]

for all \( D = ((x_i, y_i)_{i=1}^{n} \in (X \times \mathbb{R})^n \). Consequently, the left hand side of our claimed inequality (37) coincides with the left hand side in Theorem 27 w.r.t. the random variable \( \xi_1 \). A supremum bound for \( \xi_1 \) is already established in (40) and \( \xi_1(x) \) is a positive semi-definite self-adjoint Hilbert-Schmidt operator because of the representation in (39) and the properties of \( \otimes \). Finally, we have to provide a variance bound for \( \xi_1 \). To this end, recall that for two self-adjoint operators \( R \) and \( S \) on a Hilbert space we write \( R \preceq S \) iff \( S - R \) is a positive semi-definite operator. The representation \( \xi_1(x) = h_x \otimes h_x \) from (39) together with the supremum bound in (40) yields

\[
\xi_1(x)^2 = \xi_1(x)\xi_1(x) = \|h_x\|_H^2 \langle h_x, \cdot \rangle_H h_x = \|h_x\|_H^2 \xi_1(x) \preceq B\xi_1(x)
\]

for all \( \nu \)-almost all \( x \in X \). Since the relation \( \preceq \) remains true if we integrate both sides we get from the identity in (41) with \( \mu = \nu \) the variance bound

\[
\mathbb{E}_\nu(\xi_1^2) \preceq B\mathbb{E}_\nu \xi_1 = B(C_\nu + \lambda)^{-1/2}C_\nu(C_\nu + \lambda)^{-1/2} = : V \ .
\]

Note that \( V \) is a self-adjoint positive semi-definite operator as an integral over self-adjoint positive semi-definite operators. Moreover, using the spectral representation of \( C_\nu \) in (6) and the spectral representation of \( (C_\nu + \lambda)^{-1/2} \) in (23) with \( a = 1/2 \) we get

\[
V = B \sum_{i \geq 1} \frac{\mu_i}{\mu_i + \lambda} \langle \mu_i^{1/2} e_i, \cdot \rangle_H \mu_i^{1/2} e_i .
\]

Since the operator norm coincides with the largest eigenvalue we get

\[
\|V\| = B \frac{\mu_1}{\mu_1 + \lambda} = B \frac{\|C_\nu\|}{\|C_\nu\| + \lambda} .
\]

Moreover, the trace coincides with the sum of the eigenvalues and hence

\[
\text{tr}(V) = B \sum_{i \geq 1} \frac{\mu_i}{\mu_i + \lambda} = B \mathcal{N}_\nu(\lambda) .
\]

Consequently, Theorem 27 is applicable and together with \( \|V\| \leq B \) and \( g(V) = g_\lambda \) Theorem 27 yields the assertion. \( \blacksquare \)

**Lemma 18** Let the assumptions of Theorem 16 be satisfied and \( L_\lambda \) as in (36). Then, for \( \tau \geq 1, \lambda > 0, \) and \( n \geq 1, \) the following bound is satisfied with \( \mathbb{P}^n \)-probability not less than \( 1 - 2e^{-\tau} \)

\[
\|(C_\nu + \lambda)^{-1/2}((g_D - C_\delta f_{P, \lambda}) - (g_P - C_\nu f_{P, \lambda}))\|_H^2 \\
\leq \frac{64\tau^2}{n} \left( \frac{\alpha^2 \mathcal{N}_\nu(\lambda) + \|k_\nu^\alpha\|_\infty^2 \|f_P - [f_{P, \lambda}]_\nu\|_0^2 \lambda^\alpha}{\lambda^\alpha} + 2\|k_\nu^\alpha\|_\infty^2 \frac{L_\lambda^2}{n\lambda^\alpha} \right) .
\]  

(42)
An analogous bound shows that \( \xi_h \nu \) it remains to bound the side of Bernstein’s inequality for \( H \) and therefore the left hand side of our claimed Inequality (42) coincides with the left hand side \( \cdot \nabla \) yields measures is satisfied for \( \nu \)-almost all \( x \in X \). As a result \( \xi_0 \) is Bochner-integrable w.r.t. all probability measures \( Q \) on \( X \times \mathbb{R} \) with
\[
|Q|_1 := \int_{X \times \mathbb{R}} |y| \, dQ(x, y) < \infty .
\]
An analogous bound shows that \( \xi_2 \) is Bochner-integrable w.r.t. such measures \( Q \). Combining Diestel & Uhl (1977, Theorem 6 in Chapter II.2) and (20) yields
\[
\mathbb{E}_Q \xi_2 = (C_\nu + \lambda)^{-1/2} \left( \mathbb{E}_{(x,y) \sim Q} y k(x, \cdot) - \mathbb{E}_{x \sim Q_X} f_{P,\lambda}(x) k(x, \cdot) \right) = (C_\nu + \lambda)^{-1/2} \left( g_Q - C_{Q_X} f_{P,\lambda} \right) .
\]
If we use this identity for \( Q = D \) and \( Q = P \), then we get
\[
\frac{1}{n} \sum_{i=1}^n \left( \xi_2(x_i, y_i) - \mathbb{E}_P \xi_2 \right) = \mathbb{E}_D \xi_2 - \mathbb{E}_P \xi_2 = (C_\nu + \lambda)^{-1/2} \left( (g_D - C_{f_{P,\lambda}}) - (g_P - C_{f_{P,\lambda}}) \right)
\]
and therefore the left hand side of our claimed Inequality (42) coincides with the left hand side of Bernstein’s inequality for \( H \)-valued random variables from Theorem 26. Consequently, it remains to bound the \( m \)-th moment of \( \xi_2 \), for \( m \geq 2 \),
\[
\mathbb{E}_P \| \xi_2 \|_H^m = \int_X \| (C_\nu + \lambda)^{-1/2} k(x, \cdot) \|_H^m \int_{\mathbb{R}} |y - f_{P,\lambda}(x)|^m P(\,dy\,|x) \, d\nu(x) .
\]
First, we consider the inner integral: Using the triangle inequality and (MOM) yields
\[
\int_{\mathbb{R}} |y - f_{P,\lambda}(x)|^m P(\,dy\,|x) \leq 2^{m-1} \left( \| \text{Id}_{\mathbb{R}} - f_P^*(x) \|_{L^m(P(\cdot \mid |x|))}^m + |f_P^*(x) - f_{P,\lambda}(x)|^m \right) \leq \frac{1}{2} m! (2L)^{m-2} 2\sigma^2 + 2^{m-1} |f_P^*(x) - f_{P,\lambda}(x)|^m .
\]
for \( \nu \)-almost all \( x \in X \). If we plug this bound into the outer integral and use the abbreviation \( h_x := (C_\nu + \lambda)^{-1/2} k(x, \cdot) \) we get
\[
\mathbb{E}_P \| \xi_2 \|_H^m \leq \frac{1}{2} m! (2L)^{m-2} 2\sigma^2 \int_X \| h_x \|_H^m \, d\nu(x) + 2^{m-1} \int_X \| h_x \|_H^m |f_P^*(x) - f_{P,\lambda}(x)|^m \, d\nu(x) .
\]
(43)
Using Lemma 13, the first term in (43) can be bounded by

\[ \frac{1}{2} m! (2L)^{m-2} 2\sigma^2 \int_X \| h_x \|_H^m \, d\nu(x) \leq \frac{1}{2} m! (2L)^{m-2} 2\sigma^2 \left( \frac{\| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^{m-2} \int_X \| h_x \|_H^2 \, d\nu(x) \]

\[ = \frac{1}{2} m! \left( \frac{2L \| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^{m-2} 2\sigma^2 \mathcal{N}_\nu(\lambda) \]

\[ \leq \frac{1}{2} m! \left( \frac{2L \lambda \| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^{m-2} 2\sigma^2 \mathcal{N}_\nu(\lambda) , \]

where we only used \( L \leq L_\lambda \) in the last step. Again, using Lemma 13, the second term in (43) can be bounded by

\[ 2^{m-1} \int_X \| h_x \|_H^m | f_P^\nu(x) - f_{P,\lambda}(x) |^m \, d\nu(x) \]

\[ \leq \frac{1}{2} \left( \frac{2 \| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^m \| f_P^\nu - [f_{P,\lambda}]_\nu \|_{L^\infty(\nu)}^{m-2} \int_X | f_P^\nu(x) - f_{P,\lambda}(x) |^2 \, d\nu(x) \]

\[ = \frac{1}{2} \left( \frac{2 \| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^m \| f_P^\nu - [f_{P,\lambda}]_\nu \|_{L^2(\nu)}^{2} \frac{4 \| k_\nu^\alpha \|_\infty^2}{\lambda^{\alpha}} \]

\[ \leq \frac{1}{2} m! \left( \frac{2L \lambda \| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^{m-2} \| f_P^\nu - [f_{P,\lambda}]_\nu \|_{L^2(\nu)}^{2} \frac{2 \| k_\nu^\alpha \|_\infty^2}{\lambda^{\alpha}} , \]

where we only used \( \| f_P^\nu - [f_{P,\lambda}]_\nu \|_{L^\infty(\nu)} \leq L_\lambda \) and \( 2 \leq m! \) in the last step. Continuing Estimate (43) we get

\[ \mathbb{E}_P \| \xi_2 \|_H^m \leq \frac{1}{2} m! \left( \frac{2L \lambda \| k_\nu^\alpha \|_\infty}{\lambda^{\alpha/2}} \right)^{m-2} 2 \left( \| f_P^\nu - [f_{P,\lambda}]_\nu \|_{L^\infty(\nu)}^2 \right) \]

and an application of Bernstein’s inequality from Theorem 26 with \( L = 2L \lambda \| k_\nu^\alpha \|_\infty \lambda^{-\alpha/2} \) and \( \sigma^2 = 2 \left( \| f_P^\nu - [f_{P,\lambda}]_\nu \|_{L^\infty(\nu)}^2 \| k_\nu^\alpha \|_\infty^2 \lambda^{-\alpha} \right) \) yield the assertion.

\[ \square \]

**Proof of Theorem 16.** Let us fix some \( \tau \geq 1, \lambda > 0, \) and \( n \geq A_{\lambda, \tau}. \) For \( D \in (X \times \mathbb{R})^n \) the representation \( f_{D,\lambda} = (C_\delta + \lambda)^{-1} g_D \) from (21) yields

\[ \frac{1}{2} \nu^{-\alpha/2} \left( f_{D,\lambda} - f_{P,\lambda} \right) = \nu^{-\alpha/2} \left( (C_\delta + \lambda)^{-1} g_D - (C_\delta + \lambda) f_{P,\lambda} \right) . \]

When we combine this with the identity \( \text{Id}_H = (C_\nu + \lambda)^{-1/2} (C_\nu + \lambda)^{1/2} \) then we obtain

\[ \left\| \nu^{-\alpha/2} \left( f_{D,\lambda} - f_{P,\lambda} \right) \right\|_H^2 \leq \left\| \nu^{-\alpha/2} (C_\nu + \lambda)^{-1/2} \right\|^2 \]

\[ \cdot \left\| (C_\nu + \lambda)^{1/2} (C_\delta + \lambda)^{-1/2} (C_\nu + \lambda)^{1/2} \right\|^2 \]

\[ \cdot \left\| (C_\nu + \lambda)^{-1/2} g_D - (C_\delta + \lambda) f_{P,\lambda} \right\|_H^2 \]

for all \( D \in (X \times \mathbb{R})^n . \) Now, we consider the three factors on the right hand side separately. Let us start with Term (44a). An application of Lemma 25 yields

\[ \left\| \nu^{-\alpha/2} (C_\nu + \lambda)^{-1/2} \right\|^2 = \sup_{i \geq 1} \frac{\mu_i^{1-\gamma}}{\mu_i + \lambda} \leq \lambda^{-\gamma} . \]
Next, Factor (44c) can be rearranged using $f_{P,\lambda} = (C_{\nu} + \lambda)^{-1} g_{P}$ from (19):
\[
(C_{\nu} + \lambda)^{-1/2} (g_{D} - (C_{\delta} + \lambda) f_{P,\lambda}) = (C_{\nu} + \lambda)^{-1/2} (g_{D} - (C_{\delta} - C_{\nu} + C_{\nu} + \lambda) f_{P,\lambda})
\]
\[
= (C_{\nu} + \lambda)^{-1/2} ((g_{D} - C_{\delta} f_{P,\lambda}) - (g_{P} - C_{\nu} f_{P,\lambda}))
\]
Consequently, the Factor (44c) coincides with the right hand side in Lemma 18 and this lemma yields
\[
\| (C_{\nu} + \lambda)^{-1/2} (g_{D} - (C_{\delta} + \lambda) f_{P,\lambda}) \|_{H}^{2} \leq \frac{64 \tau^{2}}{n} \left( \sigma^{2} \mathcal{N}_{\nu}(\lambda) + \| k_{\nu}^{\alpha} \|_{\infty}^{2} \| f_{P} - [f_{P,\lambda}]_{\nu} \|_{0}^{2} + 2 \| k_{\nu}^{\alpha} \|_{\infty}^{2} \| \frac{L_{\lambda}^{2}}{n \lambda^{\alpha}} \| \right)
\]
with $P^{n}$-probability not less than $1 - 2 e^{-\tau}$. Finally, in order to estimate (44b) we start with the following identity
\[
C_{\delta} + \lambda = C_{\delta} - C_{\nu} + C_{\nu} + \lambda
\]
\[
= -(C_{\nu} - C_{\delta}) + (C_{\nu} + \lambda)^{1/2} (C_{\nu} + \lambda)^{1/2}
\]
\[
= (C_{\nu} + \lambda)^{1/2} \left( \text{Id} - (C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \right) (C_{\nu} + \lambda)^{1/2}.
\]
Plugging this into (44b), we get
\[
\| (C_{\nu} + \lambda)^{1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \|^{2}
\]
\[
= \left\| \left( \text{Id} - (C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \right)^{-1} \right\|^{2}.
\]
Lemma 17 gives us an estimate for the operator norm of $(C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2}$. Continuing the estimate from Lemma 17 with $n \geq A_{\lambda,\tau}$ and $A_{\lambda,\tau} = 8 \| k_{\nu}^{\alpha} \|_{\infty}^{2} \tau g_{\lambda} \lambda^{-\alpha}$ from (35) yields
\[
\| (C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \| \leq \frac{4}{3} \cdot \frac{\| k_{\nu}^{\alpha} \|_{\infty}^{2} \tau g_{\lambda}}{n \lambda^{\alpha}} + \sqrt{2} \cdot \frac{\| k_{\nu}^{\alpha} \|_{\infty}^{2} \tau g_{\lambda}}{n \lambda^{\alpha}}
\]
\[
\leq \frac{4 \cdot \frac{1}{8}}{3} + \sqrt{2 \cdot \frac{1}{8}} = \frac{2}{3}
\]
with $\nu^{n}$-probability not less than $1 - 2 e^{-\tau}$. Consequently, the inverse of
\[
\text{Id} - (C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2}
\]
can be represented by the Neumann series. In particular, the Neumann series gives us the following bound on (44b)
\[
\left\| (C_{\nu} + \lambda)^{1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \right\|^{2}
\]
\[
= \left\| \left( \text{Id} - (C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \right)^{-1} \right\|^{2}
\]
\[
\leq \left( \sum_{k=0}^{\infty} \left\| (C_{\nu} + \lambda)^{-1/2} (C_{\nu} - C_{\delta})(C_{\nu} + \lambda)^{-1/2} \right\|^{k} \right)^{2}
\]
\[
\leq \left( \sum_{k=0}^{\infty} \left( \frac{2}{3} \right)^{k} \right)^{2} = 9.
\]
with \( \nu^n \)-probability not less than \( 1 - 2e^{-\tau} \). Now, if we combine the estimate in (44) with (45), (46), and (47), then we get the claimed bound, with \( P^n \)-probability not less than \( 1 - 4e^{-\tau} \).

\[ \]

**Proof of Theorem 1.** Let us fix some \( \tau \geq 1 \) and some lower bound \( 0 < c \leq 1 \) with \( c \leq \| C_\nu \| \). First, we show that Theorem 16 is applicable. To this end, we prove in both cases, \( \beta + p \leq \alpha \) and \( \beta + p > \alpha \), that there is an index bound \( n_0 \geq 1 \) such that \( n \geq A_{\lambda_n, \tau} \) is satisfied for all \( n \geq n_0 \). Since \( \lambda_n \to 0 \) we choose \( n_0' \geq 1 \) such that \( \lambda_n \leq c \leq \min\{1, \| C_\nu \|\} \) for all \( n \geq n_0' \). Using the definitions of \( A_{\lambda_n, \tau} \) and \( g_\lambda \) in (35) and (34), respectively, \( \lambda_n \leq c \leq \| C_\nu \| \), \( N_\nu(\lambda_n) \leq D\lambda_n^{-p} \) from Lemma 11, and \( \| k_\nu^{\alpha} \|_\infty \leq A \) from (EMB) and (17) we get, for \( n \geq n_0' \),

\[
\frac{A_{\lambda_n, \tau}}{n} = 8\| k_\nu^{\alpha} \|_\infty^2 \frac{g_{\lambda_n}}{n\lambda_n^\alpha}
= 8\| k_\nu^{\alpha} \|_\infty^2 \frac{\log(2eN_\nu(\lambda_n)(1 + \lambda_n/\| C_\nu \|))}{n\lambda_n^\alpha}
\leq 8A^2\tau \frac{\log(4eD\lambda_n^{-p})}{n\lambda_n^\alpha}
\leq 8A^2\tau \left( \frac{\log(4eD)}{n\lambda_n^\alpha} + \frac{p \log(\lambda_n^{-1})}{n\lambda_n^\alpha} \right).
\]

Consequently, it is enough to show \( \frac{\log(\lambda_n^{-1})}{n\lambda_n^\alpha} \to 0 \). To this end, we consider the cases \( \beta + p \leq \alpha \) and \( \beta + p > \alpha \) separately.

(i) In the case of \( \beta + p \leq \alpha \) we have \( \lambda_n \asymp \left( n/\log^r(n) \right)^{-1/\alpha} \) for some \( r > 1 \) and hence

\[
\frac{\log(\lambda_n^{-1})}{n\lambda_n^\alpha} \asymp \frac{\log(n)}{n(n/\log^r(n))^{-1}} = \frac{1}{\log^{r-1}(n)} \to 0.
\]

(ii) In the case of \( \beta + p > \alpha \) we have \( 1 - \frac{\alpha}{\beta + p} > 0 \), \( \lambda_n \asymp n^{-1/(\beta + p)} \), and hence

\[
\frac{\log(\lambda_n^{-1})}{n\lambda_n^\alpha} \asymp \frac{\log(n)}{n^1 - \frac{\alpha}{\beta + p}} \to 0.
\]

Consequently, there is a \( n_0 \geq n_0' \) with \( n \geq A_{\lambda_n, \tau} \) for all \( n \geq n_0 \). Moreover, \( n_0 \) just depends on \( (\lambda_n)_{n \geq 1} \), \( \alpha, \tau, A, D \), and on the parameters \( \alpha, p \).

Let \( n \geq n_0 \) be fixed. From Lemma 12 and Theorem 16 we get the bound

\[
\| [f_{D, \lambda_n} - f_{P, \lambda_n}]_\nu \|_\gamma^2 \leq \frac{576\tau^2}{n\lambda_n^\gamma} \left( \sigma^2 N_\nu(\lambda_n) + \| k_\nu^{\alpha} \|_\infty^2 \frac{\| f_P - [f_{P, \lambda_n}]_\nu \|_{L_2(\nu)}^2}{\lambda_n^\alpha} + 2\| k_\nu^{\alpha} \|_\infty^2 \frac{L_{\lambda_n}^2}{n\lambda_n^\alpha} \right).
\]

Continuing this estimate by using \( N_\nu(\lambda_n) \leq D\lambda_n^{-p} \) from Lemma 11, \( \| k_\nu^{\alpha} \|_\infty \leq A \) from (EMB) and (17), and \( \| f_P - [f_{P, \lambda_n}]_\nu \|_{L_2(\nu)} \leq B^2\lambda_n^{\beta-\alpha} \) from Lemma 14 and (SRC) we get

\[
\| [f_{D, \lambda_n} - f_{P, \lambda_n}]_\nu \|_\gamma^2 \leq \frac{576\tau^2}{n\lambda_n^\gamma} \left( \sigma^2 D\lambda_n^{-p} + A^2B^2\lambda_n^{\beta-\alpha} + 2A^2\frac{L_{\lambda_n}^2}{n\lambda_n^\alpha} \right).
\]
Combining the definition of $L_\lambda$ in (36) with Corollary 15 and $\lambda_n \leq 1$ we get

$$L^2_{\lambda_n} = \max\{L^2, \|f^*_p - [f_{P,\lambda_n}]_n\|_{l_\infty(\nu)}^2\}$$

$$\leq \max\{L^2, (\|f^*_p\|_{l_\infty(\nu)} + \|K_\nu\|_\infty \|f^*_p\|_\beta)^2 \lambda_n^{-(\alpha - \beta)}\}$$

$$\leq K_0 \lambda_n^{-(\alpha - \beta)_+}$$

with $K_0 := \max\{L^2, (B_\infty + AB)^2\}$. For the first and second addend in (48) we use again $\lambda_n \leq 1$ and get

$$\sigma^2 D \lambda_n^p + A^2 B^2 \lambda_n^{\beta - \alpha} \leq (\sigma^2 D + A^2 B^2) \max\{\lambda_n^{-p}, \lambda_n^{-(\alpha - \beta)}\} = K_1 \lambda_n^{-\max\{p, \alpha - \beta\}}$$

with $K_1 := \sigma^2 D + A^2 B^2$. Plugging both bounds into (48) gives us

$$\|\{f_{D,\lambda_n} - f_{P,\lambda_n}\}_\nu\|^2 \leq 576 \frac{\tau^2}{n \lambda_n} \left( K_1 \lambda_n^{-\max\{p, \alpha - \beta\}} + 2A^2 K_0 \frac{1}{n \lambda_n^{\alpha + (\alpha - \beta)_+}} \right)$$

$$= 576 \frac{\tau^2}{n \lambda_n^{\gamma + \max\{p, \alpha - \beta\}}} \left( K_1 + 2A^2 K_0 \frac{1}{n \lambda_n^{\alpha + (\alpha - \beta)_+ - \max\{p, \alpha - \beta\}}} \right).$$

Next, we show that the second term in the brackets is bounded. To this end, we consider the cases $\beta + p \leq \alpha$ and $\beta + p > \alpha$ separately.

(i) In the case of $\beta + p \leq \alpha$ we have $0 < p \leq \alpha - \beta$ and

$$\alpha + (\alpha - \beta)_+ - \max\{p, \alpha - \beta\} = \alpha.$$ 

Since $\lambda_n \asymp (n/\log^r(n))^{-1/\alpha}$ for some $r > 1$ we get

$$\frac{1}{n \lambda_n^{\alpha + (\alpha - \beta)_+ - \max\{p, \alpha - \beta\}}} \approx \frac{1}{n \lambda_n^{\alpha}} \asymp \frac{1}{\log^r(n)}.$$ 

(ii) In the case of $\beta + p > \alpha$ we have $p > \alpha - \beta$, $\lambda_n \asymp n^{-1/(\beta + p)}$, and hence

$$\frac{1}{n \lambda_n^{\alpha + (\alpha - \beta)_+ - \max\{p, \alpha - \beta\}}} = \frac{1}{n \lambda_n^{\alpha + (\alpha - \beta)_+ - p}} \asymp \left( \frac{1}{n} \right)^{1 - \frac{\alpha + (\alpha - \beta)_+ - p}{\beta + p}}.$$ 

Using $p > \alpha - \beta$ again gives us

$$1 - \frac{\alpha + (\alpha - \beta)_+ - p}{\beta + p} = 2p - (\alpha - \beta) - (\alpha - \beta)_+ > 0$$

Consequently, there is a constant $K_2 > 0$ with

$$\|\{f_{D,\lambda_n} - f_{P,\lambda_n}\}_\nu\|^2 \leq 576 \frac{\tau^2}{n \lambda_n^{\gamma + \max\{p, \alpha - \beta\}}} \left( K_1 + 2A^2 K_0 K_2 \right)$$

for all $n \geq n_0$. Combining this with the splitting in (33) and with Lemma 14 yields, for $K_3 := 576(K_1 + 2A^2 K_0 K_2)$,

$$\|\{f_{D,\lambda}\}_\nu - f^*_p\|^2 \leq 2B^2 \lambda_n^{\beta - \gamma} + 2K_3 \frac{\tau^2}{n \lambda_n^{\gamma + \max\{p, \alpha - \beta\}}} \leq \tau^2 \lambda_n^{\beta - \gamma} \left( 2B^2 + 2K_3 \frac{1}{n \lambda_n^{\max\{\alpha, \beta + p\}}} \right).$$

28
Since in both cases, \( \beta + p \leq \alpha \) and \( \beta + p > \alpha \), we have \( \lambda_n \asymp n^{-1/\max\{\alpha,\beta+p\}} \) the term inside the brackets is bounded by some constant \( K > 0 \) and hence we have
\[
||f_{D,\lambda} - f_P^*||_\gamma^2 \leq \gamma^2 K \lambda_n^{\beta - \gamma}
\]
for all \( n \geq n_0 \). This is the assertion, in both cases.

\[\square\]

### 6.3 Lower Rates

We establish the following lower bound in order to prove \( \gamma \)-lower rates.

**Lemma 19 (Lower Bound)** Let \((X, \mathcal{B})\) be a measurable space, \(H\) be a separable RKHS on \(X\) w.r.t. a bounded and measurable kernel \(k\), and \(\nu\) be a probability distribution on \(X\) such that (EMB) and (EVD+) are satisfied for some \(0 < p \leq \alpha \leq 1\). Then, for all parameters \(0 < \beta \leq 2\), \(0 \leq \gamma \leq 1\) with \(\gamma < \beta\) and all constants \(\sigma, L, B, B_\infty > 0\), there exist constants \(0 < \varepsilon_0 \leq 1\) and \(C_1, C_2 > 0\) such that the following statement is satisfied. For all \(0 < \varepsilon \leq \varepsilon_0\) there is a \(M_\varepsilon \geq 1\) with
\[
2^{C_2 \varepsilon^{-u}} \leq M_\varepsilon \leq 2^{3C_2 \varepsilon^{-u}}
\]
for \(u := \frac{p}{\max\{\alpha,\beta\} - \gamma}\) and there are probability measures \(P_0, P_1, \ldots, P_{M_\varepsilon}\) with marginal distribution \((P_j)_X = \nu\) on \(X\), \(\|f_{P_j}^*\|_{L_\infty(\nu)} \leq B_\infty\), (SRC) w.r.t. \(\beta, B\), and (MOM) w.r.t. \(\sigma, L\). Moreover, \(P_0, P_1, \ldots, P_{M_\varepsilon}\) satisfy
\[
\|f_{P_i}^* - f_{P_j}^*\|_\gamma^2 \geq 4\varepsilon
\]
for all \(i, j \in \{0, 1, \ldots, M_\varepsilon\}\) with \(i \neq j\) and
\[
\max_{j=0,1,\ldots,M_\varepsilon} P_j^n(D : \Psi(D) \neq j) \geq \frac{\sqrt{M_\varepsilon}}{1 + \sqrt{M_\varepsilon}} \left(1 - C_1 n \varepsilon^\max\{\alpha,\beta\}/\gamma - \frac{1}{2 \log(M_\varepsilon)}\right)
\]
for all \(n \geq 1\) and all measurable functions \(\Psi : (X \times \mathbb{R})^n \to \{0, 1, \ldots, M_\varepsilon\}\).

Note that the probability measures \(P_i\) also depend on \(\varepsilon\) although we omit this in the notation. Moreover, just one probability measure \(\nu\) on \(X\) with the required properties is needed to construct distributions on \(X \times \mathbb{R}\) that are difficult to learn. The proof of Lemma 19 is an application of Tsybakov (2009, Proposition 2.3) stated in the following theorem. To this end, recall that the **Kullback-Leibler divergence** of two probability measures \(P_1, P_2\) on some measurable space \((\Omega, \mathcal{A})\) is given by
\[
K(P_1, P_2) := \int_\Omega \log \left(\frac{dP_1}{dP_2}\right) dP_1
\]
if \(P_1 \ll P_2\) and otherwise \(K(P_1, P_2) := \infty\).

**Theorem 20 (Lower Bound)** Let \(M \geq 2\), \((\Omega, \mathcal{A})\) be a measurable space, \(P_0, P_1, \ldots, P_M\) be probability measures on \((\Omega, \mathcal{A})\) with \(P_j \ll P_0\) for all \(j = 1, \ldots, M\), and \(0 < \alpha_* < \infty\) with
\[
\frac{1}{M} \sum_{j=1}^M K(P_j, P_0) \leq \alpha_*
\]
Then, for all measurable functions $\Psi : \Omega \to \{0,1,\ldots,M\}$, the following bound is satisfied

$$
\max_{j=0,1,\ldots,M} P_j(\omega : \Psi(\omega) \neq j) \geq \frac{\sqrt{M}}{1 + \sqrt{M}} \left( 1 - \frac{3\alpha_s}{\log(M)} - \frac{1}{2 \log(M)} \right).
$$

**Proof** From Tsybakov (2009, Proposition 2.3) we know, that

$$
\max_{j=0,1,\ldots,M} P_j(\omega : \Psi(\omega) \neq j) \geq \sup_{0 < \tau < 1} \frac{\tau M}{1 + \tau M} \left( 1 + \frac{\alpha_s + \sqrt{\alpha_s/2}}{\log(\tau)} \right)
$$

is satisfied. If we choose $\tau = M^{-1/2}$, then we get

$$
\max_{j=0,1,\ldots,M} P_j(\omega : \Psi(\omega) \neq j) \geq \frac{\sqrt{M}}{1 + \sqrt{M}} \left( 1 - \frac{2\alpha_s + \sqrt{2\alpha_s}}{\log(M)} \right)
\geq \frac{\sqrt{M}}{1 + \sqrt{M}} \left( 1 - \frac{3\alpha_s}{\log(M)} - \frac{1}{2 \log(M)} \right),
$$

where we used the estimate $\sqrt{2\alpha_s} \leq 1/2 + \alpha_s$ in the last inequality. $\blacksquare$

We use this theorem for the measurable space $\Omega = (X \times \mathbb{R})^n$ and follow the suggestion of Caponnetto & De Vito (2007) and Blanchard & M"ucke (2017) in order to construct a family of probability measures $P_0, P_1, \ldots, P_M$. To this end, let the assumptions of Lemma 19 be satisfied and set $\tilde{\sigma} := \min\{\sigma,L\}$. Moreover, we define for a measurable function $f : X \to \mathbb{R}$ and $x \in X$ the conditional distribution $P_{f}(\cdot|x) := \mathcal{N}(f(x),\tilde{\sigma}^2)$ as the normal distribution on $\mathbb{R}$ with mean $f(x)$ and variance $\tilde{\sigma}^2$. Consequently,

$$
P_f(A) := \int_X \int_{\mathbb{R}} 1_A(x,y) P_f(dy|x) \, d\nu(x), \quad (52)
$$

for $A \in \mathcal{B} \otimes \mathcal{B}(\mathbb{R})$, defines a probability measure on $X \times \mathbb{R}$ with marginal distribution $(P_f)_X = \nu$ on $X$. For this reason, the corresponding power spaces $[H]_P^{\nu}$ are independent of $f$. Since $P_f = P_{f'}$ is satisfied if $f' = f \nu$-a.s. we define $P_f|_\nu$ for $\nu$-equivalence classes. Moreover, for $f \in L_2(\nu)$, we get $|P_f|^2 = \tilde{\sigma}^2 + \|f\|_{L_2(\nu)}^2 < \infty$ and the conditional mean function $f_{P_f}$ of $P_f$ coincides with $f$.

**Lemma 21 (Moment Condition)** For a measurable function $f : X \to \mathbb{R}$ the probability measure $P_f$ defined in (52) satisfies (MOM) for $\sigma = L = \tilde{\sigma}$.

**Proof** Let us fix an $x \in X$ and an $m \geq 2$. Since $P_f(\cdot|x) = \mathcal{N}(f(x),\tilde{\sigma}^2)$, the mapping $y \mapsto (y - f(x))/\tilde{\sigma}$ is standard normally distributed under the measure $P_f(\cdot|x)$ and

$$
\int_\mathbb{R} |y - f(x)|^m P_f(dy|x) = \tilde{\sigma}^m \mathbb{E}|Z|^m
$$

with some standard normally distributed random variable $Z$. Consequently, it remains to show $\mathbb{E}|Z|^m \leq m!/2$. For $m = 2k$ with some $k \geq 1$ the moments of $Z$ are well-known, see e.g. Bauer (1996, Equation 4.20),

$$
\mathbb{E}|Z|^m = (m-1)(m-3) \cdots 3 \cdot 1 \leq m!/m \leq m!/2 \quad . \quad (53)
$$
For \( m = 2k - 1 \) with some \( k \geq 2 \) we use Hölder’s inequality to get \((E|Z|^m)^{1/m} \leq (E|Z|^{m+1})^{1/(m+1)}\). Using (53) with \( m+1 = 2k \) and \( m \geq 3 \) we get

\[
E|Z|^m \leq (m(m-2) \cdot \ldots \cdot 3 \cdot 1)^{\frac{m}{m+1}} \leq (m!/2)^{\frac{m}{m+1}} \leq m!/2
\]

This gives the assertion for all \( m \geq 2 \). 

To sum up, we reduced the construction of probability measures to the construction of functions \( f_0, f_1, \ldots, f_M \in L_\infty(\nu) \cap [H]^\beta_{\nu} \) with \( \|f_j\|_{L_\infty(\nu)}^2 \leq B_\infty \) and \( \|f_j\|^2_\beta \leq B \) for \( j = 0, 1, \ldots, M \). Before we start with the construction we recall the following lemma from Blanchard & Mücke (2017, Proposition 6.2).

**Lemma 22 (Kullback-Leibler Divergence)** For \( f, f' \in L_2(\nu) \) and the corresponding probability measures \( P_f, P_{f'} \) defined in (52) the Kullback-Leibler divergence satisfies, for \( n \geq 1 \),

\[
K(P_f^n, P_{f'}^n) = \frac{n}{2\sigma^2} \|f - f'\|_{L_2(\nu)}^2.
\]

For the construction of suitable functions we use binary strings \( \omega = (\omega_1, \ldots, \omega_m) \in \{0,1\}^m \) and define

\[
f_\omega := 2\left(\frac{8\varepsilon}{m}\right)^{1/2} \sum_{i=1}^{m} \omega_i \mu_{i+m}[\varepsilon_{i+m}]_\nu
\]

for \( 0 < \varepsilon \leq 1 \). Since the sum is finite we have \( f_\omega \in [H]_\nu \subseteq L_\infty(\nu) \cap [H]^\beta_{\nu} \). Next, we establish conditions on \( \varepsilon \) and \( m \) that ensure \( \|f_\omega\|_{L_\infty(\nu)}^2 \leq B_\infty \) and \( \|f_\omega\|^2_\beta \leq B \).

**Lemma 23** Under the assumptions of Lemma 19 and \( u = \frac{p}{\max\{\alpha, \beta\} - \gamma} \), for all \( 0 \leq \beta \leq 2 \) and \( 0 \leq \gamma \leq 1 \) with \( \gamma < \beta \), there are constants \( U > 0 \) and \( 0 < \varepsilon_1 \leq 1 \) such that for all \( 0 < \varepsilon \leq \varepsilon_1 \) and all \( m \leq U\varepsilon^{-u} \) the function \( f_\omega \) defined in (54) satisfies the bounds \( \|f_\omega\|_{\beta} \leq B \) and \( \|f_\omega\|_{L_\infty(\nu)} \leq B_\infty \) for all \( \omega \in \{0,1\}^m \).

Note that, if we do not require the functions \( f_\omega \) to be uniformly bounded, i.e. we omit the condition \( \|f_\omega\|_{L_\infty(\nu)} \leq B_\infty \), then the same result is satisfied for \( u = \frac{p}{\beta - \gamma} \).

**Proof** Let us fix \( m \in \mathbb{N} \) and \( 0 < \varepsilon \leq 1 \). First, we consider the condition \( \|f_\omega\|_{\beta} \leq B \). Using (EVD+) and \( \gamma < \beta \) we get

\[
\|f_\omega\|^2_{\beta} = \frac{32\varepsilon}{m} \sum_{i=1}^{m} \omega_i^2 \mu_{i+m}^{-(\beta-\gamma)} \leq 32 \varepsilon \mu_{2m}^{-(\beta-\gamma)} \leq 32 \varepsilon \mu_{2m}^{-(\beta-\gamma)} \frac{\varepsilon}{\varepsilon_1} \leq B^2
\]

for \( m \leq U_1\varepsilon^{-\frac{p}{\beta - \gamma}} \) with \( U_1 := (B^2/32) \frac{\varepsilon}{\varepsilon_1} \frac{\varepsilon_1^p}{p} \). Next, we consider the condition \( \|f_\omega\|_{L_\infty(\nu)} \leq B_\infty \) for the cases \( \gamma < \alpha \) and \( \gamma \geq \alpha \) separately. In the case of \( \gamma < \alpha \), (EMB) together with an analogous argument with \( \alpha \) instead of \( \beta \) yields

\[
\|f_\omega\|^2_{L_\infty(\nu)} \leq A^2 \|f_\omega\|^2_{\alpha} \leq B^2_\infty
\]
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for $m \leq U \varepsilon^{-\frac{p}{a+1}}$ with $U_2 := ((B_\infty/A)^2/32)^{p/(a+1)}c^2/2$. Consequently, for $U := \min\{U_1, U_2\}$, both conditions, $\|f_\omega\|_\beta \leq B$ and $\|f_\omega\|_{L_\infty(\nu)} \leq B_\infty$, are satisfied if

$$m \leq U \min\left\{\varepsilon^{-\frac{p}{a+1}}, \varepsilon^{-\frac{p}{a+1}}\right\} = U \varepsilon^{-\min\left\{\frac{p}{a+1}, \frac{p}{a+1}\right\}} = U \varepsilon^{-u}.$$  

Note that there is some $m \in \mathbb{N}$ satisfying this bound since we ensure $U \varepsilon^{-u} \geq 1$ by choosing $0 < \varepsilon \leq \varepsilon_1 := \min\{1, U^{1/u}\}$. In the case of $\gamma \geq \alpha$, (EMB) and (EVD) implies

$$\|f_\omega\|_{L_\infty(\nu)}^2 \leq A^2 \|f_\omega\|_\alpha^2 \leq \frac{32\varepsilon}{m} A^2 \sum_{i=1}^m \mu_{i+m}^{-\gamma} \leq 32A^2 \varepsilon \mu_{m}^{-\gamma}$$

$$\leq 32A^2 C^{-\gamma} \varepsilon m^{-\gamma/2} \leq 32A^2 C^{-\gamma} \varepsilon \leq B_\infty^2$$

for all $m \geq 1$ and $0 < \varepsilon \leq B_\infty^2 / (32A^2 C^{-\gamma})$. Since $\gamma \geq \alpha$ and $\beta > \gamma$ implies $\beta > \alpha$ and $u = \frac{\beta}{\beta-\gamma}$, both conditions, $\|f_\omega\|_\beta \leq B$ and $\|f_\omega\|_{L_\infty(\nu)} \leq B_\infty$, are satisfied for $m \leq U \varepsilon^{-u}$ and $0 < \varepsilon \leq \varepsilon_1$ with $U := U_1$ and $\varepsilon_1 := \min\{B_\infty^2 / (32A^2 C^{-\gamma}), U^{1/u}\}$.  

If $\omega' = (\omega'_1, \ldots, \omega'_m) \in \{0, 1\}^m$ is another binary string, we investigate the norm of the difference $f_\omega - f_{\omega'}$. To this end, we set $v := \gamma/p$ and use (EVD)

$$\|f_\omega - f_{\omega'}\|_{L_\infty(\nu)}^2 = \frac{32\varepsilon}{m} \sum_{i=1}^m (\omega_i - \omega'_i)^2 \mu_i^\gamma \leq 32\varepsilon \mu_m^\gamma \leq 32C^\gamma \varepsilon m^{-v}.$$  

(55)

In order to obtain a lower bound on the $\gamma$-power norm, we assume $\sum_{i=1}^m (\omega_i - \omega'_i)^2 \geq m/8$, i.e. the distance between $\omega$ and $\omega'$ is large:

$$\|f_\omega - f_{\omega'}\|_\gamma^2 = \frac{32\varepsilon}{m} \sum_{i=1}^m (\omega_i - \omega'_i)^2 \geq 4\varepsilon.$$  

(56)

The following lemma is from Tsybakov (2009, Lemma 2.9) and claims that there are many binary strings with large distances.

**Lemma 24 (Gilbert-Varshamov Bound)** For $m \geq 8$ there exists some $M \geq 2^m/8$ and some binary strings $\omega^{(0)}, \ldots, \omega^{(M)} \in \{0, 1\}^m$ with $\omega^{(0)} = (0, \ldots, 0)$ and

$$\sum_{i=1}^m (\omega_i^{(j)} - \omega_i^{(k)})^2 \geq m/8$$

(57)

for all $j \neq k$, where $\omega^{(k)} = (\omega_1^{(k)}, \ldots, \omega_m^{(k)})$.

**Proof of Lemma 19.** Using the constants $U > 0$ and $0 < \varepsilon_1 \leq 1$ from Lemma 23 we define $\varepsilon_0 := \min\{\varepsilon_1, (U^{1/u})^{1/u}\}$ and $m_\varepsilon := \lfloor U \varepsilon^{-u} \rfloor$. Now, we fix an $n \geq 1$ and an $0 < \varepsilon \leq \varepsilon_0$. Since $m_\varepsilon \geq 9$, Lemma 24 yields at least $M_\varepsilon := 2^{m_\varepsilon/8} \geq 3$ binary strings $\omega^{(0)}, \omega^{(1)}, \ldots, \omega^{(M_\varepsilon)} \in \{0, 1\}^{m_\varepsilon}$ satisfying (57). According to Lemma 23, for $j = 0, 1, \ldots, M_\varepsilon$, the corresponding functions $f_j := f_{\omega^{(j)}}$ defined in (54) satisfy the bounds $\|f_j\|_{L_\infty(\nu)} \leq B_\infty$ and
\[ \| f_j \|_\beta \leq B. \] Consequently, for \( j = 0, 1, \ldots, M_\varepsilon \), the corresponding probability distribution \( P_j := P_{f_j} \) defined in (52) satisfies \( \| f_j \|_{L_\infty(\nu)} \leq B_\infty \) and (SRC) w.r.t. \( \beta, B \). Recall that \( P_j \) additionally satisfies \( (P_j)_X = \nu \) and (MOM) w.r.t. \( \sigma, L \) according to Lemma 21. It remains to prove the Statements (49), (50), and (51). Due to the definitions of \( M_\varepsilon, m_\varepsilon \) and \( m_\varepsilon \geq 9 \) we get \( 8U/9 \varepsilon^{-u} \leq m_\varepsilon \leq U \varepsilon^{-u} \) and

\[ 2^{U/9} \varepsilon^{-u} \leq 2^{m_\varepsilon/8} \leq M_\varepsilon \leq 2^{m_\varepsilon/4} \leq 2^{U/3} \varepsilon^{-u}. \]

Consequently, (49) is satisfied for \( C_2 := U/9 \). The inequality in (50) is a consequence of our choice of the binary strings with (57) and the inequality in (56). Lemma 22 and (55) yield

\[ \frac{1}{M_\varepsilon} \sum_{j=1}^{M_\varepsilon} K(P_j^n, P_0^n) = \frac{n}{2\sigma^2 M_\varepsilon} \sum_{j=1}^{M_\varepsilon} \| f_j - f_0 \|^2_{L_2(\nu)} \leq \frac{16C^\gamma}{\sigma^2} n\varepsilon^{-v} m_\varepsilon^{-v}. \]

Furthermore, using \( m_\varepsilon \geq 8U/9 \varepsilon^{-u} \) we find

\[ \frac{1}{M_\varepsilon} \sum_{j=1}^{M_\varepsilon} K(P_j^n, P_0^n) \leq C_3 n\varepsilon^{1+uv} := \alpha_* \]

with \( C_3 := \frac{16C^\gamma}{\sigma^2 (8U)^v} \). For a measurable function \( \Psi : (X \times \mathbb{R})^n \to \{0, 1, \ldots, M_\varepsilon\} \), Theorem 20 and \( M_\varepsilon \geq 2^{C_2 \varepsilon^{-u}} \) from (49) yields

\[ \max_{j=0, 1, \ldots, M_\varepsilon} P_j^n(D : \Psi(D) \neq j) \geq \frac{\sqrt{M_\varepsilon}}{1 + \sqrt{M_\varepsilon}} \left( 1 - \frac{3C_3 n\varepsilon^{1+uv}}{\log(M_\varepsilon)} - \frac{1}{2\log(M_\varepsilon)} \right) \geq \frac{\sqrt{M_\varepsilon}}{1 + \sqrt{M_\varepsilon}} \left( 1 - \frac{3C_3}{C_2 \log(2)} n\varepsilon^{1+uv} + u - \frac{1}{2\log(M_\varepsilon)} \right). \]

Since \( 1 + uv + u = \frac{\max\{\alpha, \beta\} + p}{\max\{\alpha, \beta\} - \gamma} \), this gives us (51) for \( C_1 := \frac{3C_3}{C_2 \log(2)} \). \( \blacksquare \)

Now, the proof of Theorem 2 remains an application of Lemma 19 and the general reduction scheme from Tsybakov (2009, Section 2.2).

**Proof of Theorem 2.** Let \( D \mapsto f_{D, \lambda} \) be a (measurable) learning method. Furthermore, we use the notation of Lemma 19, set \( r := \frac{\max\{\alpha, \beta\} - \gamma}{\max\{\alpha, \beta\} + p} \), and fix \( \tau > 0 \) and \( n \geq 1 \) with \( \epsilon_n := \tau n^{-r} \leq \epsilon_0 \). It remains to show that there is a distribution \( P \) which is difficult to learn for the considered learning method. Lemma 19, for \( \varepsilon = \epsilon_n \), provides possible candidates \( P_0, P_1, \ldots, P_{M_n} \), with \( M_n := M_n \varepsilon_n \), each satisfying the requirements of Theorem 2. Next, we estimate the left hand side of the inequality in (51). To this end, we consider the measurable function \( \Psi : (X \times \mathbb{R})^n \to \{0, 1, \ldots, M_n\} \) defined by

\[ \Psi(D) := \arg\min_{j=0, 1, \ldots, M_n} \| [f_D]_\nu - f_j \|_\gamma. \] (58)

For \( j \in \{0, 1, \ldots, M_n\} \) and \( D \in (X \times \mathbb{R})^n \) with \( \Psi(D) \neq j \) we have

\[ 2\sqrt{\epsilon_n} \leq \| f_{\Psi(D)} - f_j \|_\gamma \leq \| f_{\Psi(D)} - f_D \|_\gamma + \| f_D \|_\gamma + \| f_D \|_\gamma \leq 2\| f_D \|_\gamma + \| f_j \|_\gamma. \]
Consequently, for all $j = 0, 1, \ldots, M_n$ we find
\[
P_n^j(D : \Psi(D) \neq j) \leq P_n^j(D : \|[f_D]_\nu - f^*_p\|_\gamma^2 \geq \varepsilon_n)
\]
According to (51), for $\Psi$ defined in (58), we have
\[
\max_{j=0,1,\ldots,M_n} P_n^j(D : \|[f_D]_\nu - f^*_p\|_\gamma^2 \geq \varepsilon_n) \geq \max_{j=0,1,\ldots,M_n} P_n^j(D : \Psi(D) \neq j) \geq \sqrt{M_n} \sqrt{M_n + 1} \left(1 - C_1 \tau^{1/r} - \frac{1}{2 \log(M_n)}\right).
\]
Since $M_n \to \infty$ for $n \to \infty$ we can choose $n$ sufficiently large such that the right hand side is bounded from below by $1 - 2C_1 \tau^{1/r}$.
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Appendix A. Auxiliary Results and Concentration Inequalities

**Lemma 25** Let, for $\lambda > 0$ and $0 \leq \alpha \leq 1$, the function $f_{\lambda,\alpha} : [0, \infty) \to \mathbb{R}$ be defined by $f_{\lambda,\alpha}(t) := t^\alpha / (\lambda + t)$. In the case $\alpha = 0$ the function $f_{\lambda,\alpha}$ is decreasing and in the case of $\alpha = 1$ the function $f_{\lambda,\alpha}$ is increasing. Furthermore, the supremum of $f_{\lambda,\alpha}$ satisfies the following bound
\[
\lambda^{\alpha - 1} / 2 \leq \sup_{t \geq 0} f_{\lambda,\alpha}(t) \leq \lambda^{\alpha - 1}.
\]
In the case of $0 < \alpha < 1$ the function $f_{\lambda,\alpha}$ attain its supremum at $t^* := \lambda \alpha / (1 - \alpha)$.

**Proof** In order to prove this statement we use the derivative of $f_{\lambda,\alpha}$, which is given by
\[
f_{\lambda,\alpha}'(t) = \frac{\alpha t^{\alpha - 1}(\lambda + t) - t^\alpha}{(\lambda + t)^2}.
\]
For $\alpha = 0$ we have $f_{\lambda,\alpha}'(t) = - (\lambda + t)^{-2} < 0$ and hence $\sup_{t \geq 0} f_{\lambda,\alpha}(t) = f_{\lambda,\alpha}(0) = \lambda^{-1}$. For $\alpha = 1$ we have $f_{\lambda,\alpha}'(t) = \lambda(\lambda + t)^{-2} > 0$ and hence $\sup_{t \geq 0} f_{\lambda,\alpha}(t) = \lim_{t \to \infty} f_{\lambda,\alpha}(t) = 1 = \lambda^{-1}$. For $0 < \alpha < 1$ the derivative $f_{\lambda,\alpha}'$ has a unique root at $t^* = \alpha \lambda / (1 - \alpha)$. Since $f_{\lambda,\alpha}(0) = 0$ and $\lim_{t \to \infty} f_{\lambda,\alpha}(t) = 0$ holds, $f_{\lambda,\alpha}$ attains its global maximum at $t^*$ and
\[
\sup_{t \geq 0} f_{\lambda,\alpha}(t) = f_{\lambda,\alpha}(t^*) = \lambda^{\alpha - 1} \alpha^\alpha (1 - \alpha)^{1 - \alpha}.
\]
Since $g(\alpha) := \alpha^\alpha (1 - \alpha)^{1 - \alpha}$ is bounded by 1 the upper bound follows. The derivative
\[
g'(\alpha) = g(\alpha) \log \left( \frac{\alpha}{1 - \alpha} \right).
\]


of \( g \) has a unique root at \( \alpha = 1/2 \) and hence the lower bound follows from \( g(\alpha) \geq g(1/2) = 1/2 \) for all \( 0 < \alpha < 1 \).

The following Bernstein type inequality for Hilbert space valued random variables is due to Pinelis & Sakhanenko (1986). However we use a version from Caponnetto & De Vito (2007, Proposition 2).

**Theorem 26 (Bernstein’s Inequality)** Let \((\Omega, \mathcal{B}, P)\) be a probability space, \( H \) be a separable Hilbert space, and \( \xi : \Omega \to H \) be a random variable with \( E \xi \) be a self-adjoint positive semi-definite trace class operator with \( \xi \) is positive semi-definite. Then, for \( g \) variables is due to Minsker (2017). However we use a version from Lin & Cevher (2018a, Lemma 26), see also Tropp (2015) for an introduction to this topic.

**Proof** This is a direct consequence of Lemma 26 from Lin & Cevher (2018a) with \( \eta = 2e^{-\tau}, L = 2L, \) and \( \sigma^2 = 4\sigma^2 \).

The following Bernstein type inequality for Hilbert-Schmidt operator valued random variables is due to Minsker (2017). However we use a version from Lin & Cevher (2018a, Lemma 26), see also Tropp (2015) for an introduction to this topic.

**Theorem 27** Let \((\Omega, \mathcal{B}, P)\) be a probability space, \( H \) be a separable Hilbert space, and \( \xi : \Omega \to L_2(H) \) be a random variable with values in the set of self-adjoint Hilbert-Schmidt operators. Furthermore, let the operator norm be \( P \)-a.s. bounded, i.e. \( \|\xi\| \leq B \) \( P \)-a.s. and \( V \) be a self-adjoint positive semi-definite trace class operator with \( E_P(\xi^2) \preccurlyeq V \), i.e. \( V - E_P(\xi^2) \) is positive semi-definite. Then, for \( g(V) := \log(2e \tr(V)/\|V\|) \), \( \tau \geq 1 \), and \( n \geq 1 \), the following concentration inequality is satisfied

\[
P^n((\omega_1, \ldots, \omega_n) \in \Omega^n : \|\frac{1}{n} \sum_{i=1}^{n} \xi(\omega_i) - E_P\xi\|_H \geq 4\tau B g(V) \frac{\delta}{3n} + \sqrt{2\tau\|V\| g(V) n} \leq 2e^{-\tau}.
\]

**Proof** This is a direct consequence of Lemma 26 from Lin & Cevher (2018a) with \( \delta = 2e^{-\tau} \) applied to the centered random variable \( \xi - E_P\xi \). Furthermore, we used \( \|\xi - E_P\xi\| \leq 2B \) and \( E_P(\xi - E_P\xi)^2 \preccurlyeq E_P(\xi^2) \preccurlyeq V \). Finally, \( \beta \) defined by Lin & Cevher (2018a, Lemma 26) can be bounded by

\[
\beta := \log \left( \frac{4 \tr(V)}{\|V\| \delta} \right) = \log \left( \frac{2 \tr(V)}{\|V\|} \right) + \tau \leq \tau g(V)
\]

because of \( \tau \geq 1 \) and \( \log(2 \tr(V)/\|V\|) > 0 \).
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